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Abstract

Color-based two-hand 3D pose estimation in the global
coordinate system is essential in many applications. How-
ever, there are very few datasets dedicated to this task and
no existing dataset supports estimation in a non-laboratory
environment. This is largely attributed to the sophisticated
data collection process required for 3D hand pose anno-
tations, which also leads to difficulty in obtaining instances
with the level of visual diversity needed for estimation in the
wild. Progressing towards this goal, a large-scale dataset
Ego2Hands was recently proposed to address the task of
two-hand segmentation and detection in the wild. The pro-
posed composition-based data generation technique can
create two-hand instances with quality, quantity and diver-
sity that generalize well to unseen domains. In this work, we
present Ego2HandsPose, an extension of Ego2Hands that
contains 3D hand pose annotation and is the first dataset
that enables color-based two-hand 3D tracking in unseen
domains. To this end, we develop a set of parametric fit-
ting algorithms to enable 1) 3D hand pose annotation us-
ing a single image, 2) automatic conversion from 2D to 3D
hand poses and 3) accurate two-hand tracking with tempo-
ral consistency. We provide incremental quantitative analy-
sis on the multi-stage pipeline and show that training on our
dataset achieves state-of-the-art results that significantly
outperforms other datasets for the task of egocentric two-
hand global 3D pose estimation.

1. Introduction

Hand pose estimation and tracking is significant for
many applications that involve Human-Computer Interac-
tion (HCI), gesture recognition and sign language recogni-
tion. Particularly, as VR/AR/MR applications gain rapid de-
velopment with the trending of metaverse, two-hand track-
ing is becoming a fundamental feature for an immersive
user experience. In addition, due to the overhead cost of
multi-camera setups as well as depth cameras, there is mo-
tivation to approach this task using a single ubiquitous RGB

Tony Martinez
Brigham Young University
Brigham Young University, Provo, UT

martinez@cs.byu.edu

=

Figure 1: Our method enables 3D hand pose annotation us-
ing a single image. We show a sample image from the test
set of Ego2Hands (top) and visualization of its correspond-
ing two-hand pose annotation (bottom).

camera. However, there is limited attention from the com-
munity on color-based two-hand application, which is an
extremely challenging task requiring steps not needed in
single-hand tasks that use cropped images as input: two-
hand detection/segmentation, robustness against inter-hand
occlusion as well as 3D global hand pose estimation with
accurate absolute 3D joint positions.

Existing color-based two-hand pose datasets [12, 3] are
captured in third-person viewpoints with multiple cameras
and laboratory backgrounds. Two-hand datasets [20, 18]
with RGB-D data can remove background using depth
thresholding or a green screen. However, these data have
limited accuracy from depth-based tracking and lack visual
diversity due to the small number of participants. As a re-
sult, methods trained on existing datasets cannot generalize
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to the real-world domain. In addition to limited diversity,
although data for third-person viewpoint has many applica-
tions, it constrains the users to perform gestures in front of
a fixed camera. On the other hand, hand tracking in egocen-
tric viewpoint has no such constraint and has increasing de-
mand in VR/AR applications. To the best of our knowledge,
there is currently no real-world RGB dataset for egocentric
two-hand tracking in the wild.

To enable two-hand applications using a single RGB
camera in a domain invariant setting, [10] first proposed
a large-scale two-hand segmentation/detection dataset
named Ego2Hands. Unlike traditional hand segmenta-
tion datasets [2, 19, 9] with limited quantity/diversity and
generalization ability, Ego2Hands composites two-hand in-
stances at training time with excellent generalization to un-
seen environments. However, Ego2Hands does not contain
hand pose annotation. In this work, we develop a para-
metric fitting algorithm ManoFit that can fit the deformable
MANO hand model [14] given an arbitrary number of 2D
joint locations and minimal manual guidance towards the
optimal solution. This is the first tool that enables users
to annotate 3D hand poses using a single image, which
significantly simplifies the annotation process compared to
previous methods (see Section 2) and provides open ac-
cess for the community to generate additional hand pose
data. Using our method, we create a new dataset by manu-
ally annotating~ 7, 000 selected frames with diversity from
the training set and~ 2,000 frames from the test set of
Ego2Hands (see Figure 1). We introduce Ego2HandsPose,
the first dataset that enables egocentric two-hand 3D global
pose estimation in the wild using a single camera.

In addition to Ego2handsPose, as there are existing
datasets with only 2D hand pose annotations, we apply
ManoFit to automatically convert HIU-DMTL [23], Pan-
Hand2D [15] and OneHand10k [21] to 3D hand pose
datasets. Manual validation is performed on all generated
instances to remove dirty data. For quantitative analysis
on the accuracy of our generated hand poses, we evaluate
ManoFit on FreiHAND [25] which contains both 2D and
3D hand pose annotation and show convincing results.

To validate Ego2HandsPose for the task of two-hand 3D
tracking, we follow [11] and use a multi-stage pipeline to
estimate the segmentation/detection and 2D/3D canonical
hand pose for both hands. As the 3D canonical hand pose
estimation network uses input in the form of heatmaps,
there is no need for the training to be constrained by 3D
hand poses of actual images and we take a novel ap-
proach by training on generated poses. We introduce this
synthetic dataset as MANO3Dhands, which generates 3D
hand poses based on our collected real-world pose distribu-
tion. Cross-dataset evaluation shows that MANO3Dhands
has the best generalization score compared to existing 3D
hand pose datasets. For the last stage of the pipeline, we

modify ManoFit to achieve temporally consistent two-hand
3D tracking by using the estimated 2D and 3D canonical
joint locations. Quantitative analysis shows that training
on Ego2HandsPose achieves over 30% improvement com-
pared to the second top dataset for the task of two-hand 2D,
3D canonical and 3D global pose estimation.

2. Related Work

In this section, we introduce relevant RGB-based 3D
hand pose datasets for single-hand and two-hand scenarios.
Single-hand 3D pose datasets. Obtaining 3D hand pose
annotation on real-world images is a challenging problem
that commonly requires extensive manual annotation using
multi-view setups or RGB-D data to resolve the depth am-
biguity and self-occlusion. Early work [22] proposed the
Stereo Tracking Benchmark (STB) dataset that includes a
single participant performing simple gestures with 6 back-
grounds. To generate data with quantity and diversity, pi-
oneering work [24] introduced the Rendered Hand Pose
Dataset (RHD) using 20 rendered characters performing 39
static gestures. Using the CMU Panoptic Studio with 10
RGB-D sensors, 480 VGA and 31 HD cameras, [5] pro-
posed the Panoptic Hand (PanHand3D) dataset labeled us-
ing multiview Bootstrapping [15]. To achieve better cross-
dataset generalization, [25] proposed FreiHAND that was
captured using 8 calibrated & synchronized cameras in a
green screen setting, which allowed for additional diversity
from background replacement.

Two-hand 3D pose datasets. Inter-hand occlusion and in-
teraction can introduce additional challenges for 3D hand
pose annotation. To address two-hand pose estimation with
object handling, [18] proposed the Tzionas Dataset col-
lected using RGB-D data and a combination of a generative
linear blend skinning model [8] and a discriminative model
trained on manually annotated finger tips. To provide more
data with two-hand interaction, [20] proposed RGB2Hands
that was captured using a RGB-D sensor and labeled with a
depth-based two hand tracker [13]. However, the obtained
annotation can be erroneous and synthetic data was used to
complement this issue. Focusing on two-hand object grasp-
ing, [3] proposed ContactPose that was captured using 7
calibrated RGB cameras, 3 RGB-D cameras and one ther-
mal camera for contact capture. 3D hand Pose annotation
was obtained using estimated 2D keypoints as well as ex-
tracted object pose and contact locations. Taking a different
direction, [12] focused on two-hand close interaction with-
out objects and proposed InterHand2.6M. The data was col-
lected in a multi-view studio consisting of 80-140 cameras
and annotated in a two-stage pipeline. The first stage con-
sists of extensive manual annotation of 2D hand poses fol-
lowed by 3D triangulation. The second stage utilizes an au-
tomatic 2D annotator trained from data in the first stage and
triangulation for 3D keypoints. Recognizing the importance
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Figure 2: Samples from existing two-hand pose datasets.

of egocentric data, H20 [7] was captured with 5 RGB-D
cameras with 1 mounted on the helmet in 3 environments.
Two-hand poses with object manipulation annotation was
obtained by fitting the MANO model to multi-view depth-
data and estimated 2D poses from OpenPose [4].

3. Ego2HandsPose

There are two major motivations for the introduction
of Ego2HandsPose. First, Figure 2 shows that exist-
ing datasets for RGB-based two-hand pose estimation all
contain images captured in laboratory environments with
limited diversity. Consequently, models trained on these
datasets cannot generalize to other unseen environments or
be applied to practical applications. Second, there is limited
RGB data that address two-hand pose estimation in the ego-
centric viewpoint, which does not constrain the user to be
in front of the fixed camera and is essential in applications
such as VR/AR/MR. As the only existing RGB-based ego-
centric two-hand pose dataset, H20 has a heavy emphasis
on manipulation of 8 objects in 3 scenes with 4 participants,
which results in limited pose space and visual diversity for
the environment and the target hands.

For two-hand 3D tracking, segmentation and detection
of both hands are commonly required prior to pose esti-
mation [17, 13, 11]. Recently, [10] introduced Ego2Hands
for the task of two-hand segmentation and detection in the
wild. It consists of a training set captured in a green screen
setting with~ 180k right hand instances from 22 partici-
pants and composites two-hand images at training time by
horizontally flipping one right hand to create the left hand.
This approach circumvents the issue of data scarcity for
two-hand segmentation/detection and allows for sufficient
diversity necessary for estimation in the wild. For eval-
uation, Ego2Hands provides a test set consisting of 8 se-
quences collected with diverse scenes, lighting and skin
tones. Despite enabling models to achieve a promising level

Figure 3: MANO hand representation for joints and axis
angles. The first image shows a default hand pose. The
second and third image show poses with joints rotated in
the two primary directions.

of generalization on two-hand segmentation and detection,
Ego2Hands does not provide any hand pose annotation.

Existing 3D hand pose annotation methods require ei-
ther RGB-D or calibrated multi-view RGB setups for data
collection. Extensive multi-view manual annotation on 2D
keypoints as well as triangulation are commonly required to
subsequently extract the 3D hand poses. We argue that the
resources required by existing annotation methods are not
commonly available in the community, which significantly
limits the quantity and diversity of hand pose data avail-
able in general and consequently impacts hand pose related
research potential. To address this issue, we introduce an
annotation tool that utilizes a parametric fitting algorithm
ManoFit with manual guidance to enable 3D hand pose an-
notation using a single RGB image.

3.1. Supervised ManoFit

The differentiable MANO hand model proposed by [14]
is widely used for hand pose estimation and fitting. It is pa-
rameterized by P € RS where P = (o, 3,7). a € R,
B € R* and v € RS represent the shape, articulation and
global translation & orientation respectively. Although loss
minimization can be applied to directly optimize P given
the target 2D and 3D keypoints (obtained from manual an-
notation in multi-view setups) as in [25], 3D keypoints are
not initially available in monocular RGB data. We find that
loss computed using the target 2D keypoints alone often-
times cannot reach a global minimum P,; from a default
Py = 0 using gradient descent. However, with a proper
Py = Py + € where € € R represents an arbitrary er-
ror that is insufficient to deviate the gradient descent to an
incorrect local minimum, we can successfully fit the hand
model using 2D keypoints from a single RGB image.

To allow effective manual modification of P, we first
apply physical constraints to the pose space defined by
B € R*, which consists of 3 rotational values (6, ¢, 1))
for each of the 15 finger joints and there are 3 joints J;; de-
fined for each finger ¢ where ¢ = [1, 5] and j = [1, 3]. Note
that each joint of the original MANO model has 3 Degrees
of Freedom (DoF) with unlimited range. This is obviously
not realistic as all finger joints J;; primarily rotate in the
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direction of ¢ with J;; being able to rotate in the direction
of 0 as well (Figure 3). Additionally, there is physical lim-
itations for the range of rotation of each joint. To enforce
physical plausibility, we define constant vectors [3,,,;, and
Bmaz that clip 5 within a reasonable range as follows,

/Bc = mm(max(ﬁ, ﬁmzn)a 6maw)- (1)

To encourage more natural poses, we define S,can
(Bmin + Bmazx)/2 and the following regularization loss,

£Tcg = (50 - ﬂmean)z w (2)

where w € R*® applies element-wise scaling to the squared
difference between the current pose and the mean pose. In
general, £, , punishes gradients for valid but less common
rotations in the direction of # for J;q.

We formulate the ManoFit algorithm for manual annotation
as the minimization problem below,

Loa =Y (g — TI(p1))? 3)
ke A
Efit = £2d + Lreg (4)

where Lo represents the Sum Squared Error (SSE) com-
puted using the user-provided 2D keypoints ¢ € R? and
the 2D projection II from 3D MANO keypoints p € R?
over the set of annotated joint indices A. The combined
loss L;; aims to minimize the 2D keypoint error with valid
and natural poses. Backpropagation using the Adam opti-
mizer is applied to update 5 and « with a stopping crite-
ria that terminates when the loss ceases to improve for 10
iterations. Note that we use the default shape parameter
a = 0. Although subject-specific « can improve fitting ac-
curacy, shape-fitting requires multi-view data and our goal
is to introduce a universal tool for hand pose annotation us-
ing monocular RGB. Qualitative and quantitative results in
Section 4.3 show that our fitting algorithm achieves excel-
lent accuracy without subject-specific shape finetuning.

For the annotation of each instance, the user is instructed
to 1) modify ~ to the approximate values based on visual-
ization of the MANO hand rendering, 2) annotate the wrist
joint as well as the 5 finger tip joints, and 3) initiate paramet-
ric optimization. Until accurate fitting is achieved, the anno-
tator can repeat the aforementioned steps with the freedom
to modify (v, 5) and annotate additional 2D joint locations.
We demonstrate in the supplementary video that our anno-
tation tool is well-designed for efficient control and fitting
of the MANO hand model. Additional details are provided
in the supplementary document.

3.2. Annotated Data

Training data. Although the training set of Ego2Hands
consists of~ 180k frames, since some frames do not con-
tain valid poses and some others have similar poses, we

& hand (L)

hand (R)

i

Figure 4: Tllustration of two-hand image composition with
visualized pose annotation of the primary right hand.

selected 7,033 frames with diverse articulation from the
training set of Ego2hands for manual annotation. For the
training of 2D hand pose estimation model, we first fol-
low [10] and composite images at training-time. As il-
lustrated in Figure 4, for each composited image, we ran-
domly select the primary right hand from our annotated
Ego2HandsPose training set, which contains the 3D hand
pose annotation. For the secondary left hand, we randomly
select a horizontally flipped right hand from the complete
training set of Ego2Hands, which does not need the pose
annotation as its purpose is to merely create a two-hand ap-
pearance. The background image is randomly selected from
the proposed background set [10]. For data augmentation,
we apply random horizontal/vertical translation, color and
smoothness augmentation. Quantitative evaluation in Sec-
tion 6.1 shows that our composited data with pose annota-
tion achieves state-of-the-art results on 2D hand pose esti-
mation for our task.

Evaluation data. As there is no evaluation benchmark for
egocentric two-hand 3D global pose estimation in the wild,
we manually annotate the complete test set of Ego2Hands,
which consists of 8 diverse sequences with a total of 2,000
two-hand images. In Section 6, we provide quantitative
evaluation for two-hand 2D, 3D canonical and global hand
pose estimation on this test set.

4. 2D Hand Pose Dataset Conversion

Using our annotation tool, we established in Section
3.1 that manual guidance is needed to generate a well-
initialized P, for parametric fitting on 2D keypoints from
a single camera. In addition, 2D keypoints also need to be
annotated but it is oftentimes unnecessary to annotate the
complete set of 21 joints. In existing 2D hand pose datasets,
since instances contain full annotation for the 2D keypoints,
we can theoretically train a network to estimate the corre-
sponding 3D canonical hand poses [24] and apply paramet-
ric fitting to generate the 3D hand pose annotations for 2D
datasets. For the training of this network, as existing fixed-
sized 3D hand pose datasets contain pose space with limited
size that do not necessarily cover the true data distribution,
we create a synthetic dataset MANO3DHands that provides
the largest and most diverse pose space sufficient for accu-
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rate parametric fitting of any generic 2D hand pose dataset.
4.1. MANO3DHands

Since 3D canonical pose estimation models use
heatmaps as input, there is no visual domain gap between
heatmaps generated from synthetic and real-world data.
However, synthetic hands with unrealistic articulation can
lead to a domain gap in the pose space and a naively ran-
domly sampled (; within the constrained space can still
have an unrealistic combination of rotations.

To sample realistic 5 and ~y, we first obtain two real-
world data distributions of 3D hand poses from 5 partic-
ipants using the LeapMotion device [1], which can auto-
matically generate 3D keypoints from egocentric stereo in-
frared data. For the first distribution, we focus on y € RS
in the egocentric view and collect 31, 796 poses that cover a
wide range of wrist rotations ; € R? and global locations
Yo € R3. For the second distribution, we focus on 3 and
collect 42, 496 poses with diverse joint rotations. For both
distributions with 3D keypoints, we apply parametric fitting
to obtain the matching distributions 5 and G with MANO
parameters for 3 and -y respectively.

We find that egocentric and third-person viewpoints have
different data distributions for the global orientation of the
hand. In the egocentric viewpoint, we generate MANO
hand poses by randomly sampling (5,~) from B and G.
In the third-person viewpoint, we sample v from all pos-
sible global orientations in [—m,7]. To enable evaluation,
we generate two test sets with 50, 000 poses for each view-
point. Section 6.2 shows that training on MANO3DHands
achieves the best generalization score compared to existing
3D hand pose datasets in cross-dataset evaluation.

4.2. Unsupervised ManoFit

With the complete set of annotated 2D keypoints g,

as well as the estimated 3D canonical hand pose p*, we
apply the multi-stage parametric fitting algorithm that pro-
gressively solves the following problems.
1. Global orientation fitting. We discovered in our experi-
ments that the global orientation +; has the greatest impact
on the overall hand pose and should be properly optimized
first using the following loss,

1 v -
w1 p* =Bl )

For the number of joints N = 21, we minimize the Mean
Squared Error (MSE) between the 3D keypoints p from
the MANO model and the estimated 3D canonical key-
points p* scaled by the reference bone length L. We use
Ay, = 1 x 10° as the scaling constant.

2. Pose articulation fitting. After global orientation align-
ment, we optimize y; and 5 with the loss below,

Loyitp =Ly + Lreg (©)

Ly, =\

where we use a combined loss of Equation 5 and 2 with
Bmean being the mean pose computed using the collected
real-world pose distribution B.

3. Global translation fitting. With S and ~; properly
aligned, we optimize vy, using L., = Loq defined in Equa-
tion 3 with A being the complete set of joint indices.

4. Full pose fitting. After the previous steps, we should
have a well-initialized Py = P, + € for the final fitting.
Therefore, we optimize § and 7y using Lz = Log + Lyeg.

We perform optimization for 100 and 300 iterations for
stages 1-3 and 4 respectively. The learning rate is set to 1.0,
0.01, 1.0 and 0.01 for stage 1-4. This process can achieve
accurate matching between the ground truth 2D keypoints
44 and the projected 2D keypoints I1(p) from the 3D key-
points of the MANO hand model.

4.3. Fitting Results & Analysis

We select the following 2D hand pose datasets for au-
tomatic conversion: HIU-DMTL [23] (41,539 instances),
PanHand2D [15] (14,817 instances) and OneHand10k [21]
(2,040 instances). Instances without full 2D annotation in
OneHand10k are discarded. In addition, since hand side
information is necessary for parametric fitting, we manu-
ally annotate hand side labels for HIU-DMTL and One-
Hand10k, which contain both left and right hand instances.

Qualitative examples in Figure 5 show that our algo-
rithm can accurately fit a wide range of poses from different
datasets. To quantitatively evaluate our fitting algorithm, we
generate 3D hand poses for the training set of FreiHAND,
which provides 32, 560 annotated instances with diverse 3D
hand poses. We apply scaling using the reference bone
length and Cartesian alignment using the ground truth ab-
solute 3D location of the root joint. Our automatic fitting
achieves an End Point Error (EPE) of 1.17cm.

Similar to our parametric fitting algorithm, [6] proposed
to automatically fit the MANO hand model using 2D key-
points estimated using OpenPose [4] without using the es-
timated 3D canonical keypoints. We point out that this ap-
proach only selects samples that pass the designed heuristic
verification and is limited to fit poses with P less suscep-
tible to local minima during gradient descent. In compari-
son, after manual multi-view validation for all generated in-
stances using our algorithm, we report high acceptance rates
of 84.6%, 88.1% and 79.1% for HIU-DMTL, PanHand2D
and OneHand10k respectively. Note that a small rejection
rate is expected due to the depth ambiguity in 2D keypoints.

5. Two-hand 3D Global Pose Estimation

For comprehensive analysis on our proposed dataset, we
follow [11] and use a multi-stage pipeline for the task of
two-hand 3D global pose estimation (Figure 6).

Two-hand segmentation and detection. For the first stage,
We use the scene-adapted ICNet from [10] to estimate

4379



(a) HIU-DMTL (b) PanHand2D

(c) OneHand10k (d) FreiHAND

Figure 5: Qualitative results of our generated 3D poses on 4 datasets using only 2D keypoints from a single image.
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Figure 6: Overview of our two-hand 3D global pose estimation pipeline. Given an input image in the wild, we first extract
hand bounding boxes and segmentation. 2D heatmaps are estimated using the cropped input and are used for 3D canonical
pose estimation. MANO hand models in the global coordinate system are optimized using the 2D and 3D canonical poses.

the segmentation as well as the activation energy for both
hands. Segmentation is used to address inter-hand occlu-
sion and hand energy that excludes the arm is used for hand
detection even when occluded. We apply a binary threshold
using 7 = 0.5 to the estimated energy and perform a close
operation with kernel size of 3 for noise removal.

2D hand pose estimation. Using the energy mask, we ob-
tain the cropped images for 2D hand pose estimation. In
addition to the three-channel RGB input, we concatenate
the cropped binary segmentation mask for the other hand to
encode occlusion information. We train HRNet-W32 [16]
on the training set of Ego2HandsPose with a batch size of
16 for 40, 000 iterations. The Adam optimizer is used with
an initial learning rate of 0.0001 (decreasing with a rate of
0.5 per 10,000 iterations). Using input images resized to
224 x 224, the output heatmaps have a resolution of 56 x 56.
To simplify the pose space, we horizontally flip the left hand
so the network trains on the right hand only.

3D canonical hand pose estimation. We use a compact
ResNet10 with 3 fully connected layers to regress the root-
relative 3D joint locations. We generate training instances
online using data distributions B and G from the proposed
MANO3DHands and train for 400k iterations with a batch

size of 1 and a learning rate that decreases with a rate of 0.5
per 100k iterations.

Hand tracking via Manofit. For each hand’s reappearance,
we first use the projection algorithm proposed by [11] to set
the global translation parameter 5. The Manofit algorithm
introduced in Section 4.2 is then applied for hand track-
ing. For continuous tracking, as subsequent frames contain
poses with gradual changes, we do not reset the MANO
parameters P or the internal state of the Adam optimizer
prior to optimization, which conveniently leads to tempo-
rally smooth pose estimation. For each optimization stage, a
properly selected threshold value is used on the correspond-
ing loss as the stopping criteria.

6. Quantitative Benchmarking

In this section, we demonstrate that Ego2HandsPose en-
ables state-of-the-art results on egocentric two-hand 3D
global pose estimation in the wild. First, we evaluate on
the test set of Ego2HandsPose and perform isolated studies
on each stage of our proposed pipeline. Second, we evalu-
ate using the complete pipeline on its ability to track both
hands in the global coordinate system.
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Figure 7: Quantitative comparison of 2D hand pose estima-
tion on the proposed dataset.

6.1. 2D Hand Pose Estimation

We use the ground truth two-hand energy to obtain the
cropped hand images as input and evaluate using HRNet-
W32 trained on 8 large-scale datasets with data augmen-
tation. Figure 7 shows that training on our dataset signif-
icantly outperforms others and enables the top AUCyp =
0.536. We theorize the performance gap is caused by
the difference in pose space (third-person for HIU-DMTL,
FreiHAND) and the lack of diversity (H20). Note that
datasets with synthetic data or laboratory backgrounds have
the lowest accuracy. Although it is expected for a network
to perform well on the dataset it was trained on, we ar-
gue that since the test set of Ego2Hands contain subjects
and scenes not present in its training set, the score obtained
by Ego2HandsPose demonstrates its ability to enable accu-
rate estimation on unseen data. Despite the fact that cross-
dataset evaluation is commonly performed to show the gen-
eralization ability of a dataset, we do not perform this ex-
periment in this stage as it is not our goal to generalize to
third-person or synthetic visual data, but to achieve the best
accuracy on the task of egocentric two-hand tracking.

6.2. 3D Canonical Hand Pose Estimation

In this stage, we use heatmaps as input and evaluate
cross-dataset performance using 6 large-scale datasets with
diverse 3D hand pose annotations, including our proposed
MANO3DHands with egocentric and third-person data dis-
tributions. The complete datasets are used in training and
evaluation for more comprehensive analysis. As a result,
the non-diagonal scores should be emphasized to analyze
the generalization ability, which correlates with the pose
space quality each dataset provides. Table 1 shows that our
proposed MANO3DHands datasets achieve the highest gen-
eralization scores with average rankings of 2.3. This find-
ing indicates that the generated pose space using our col-
lected distributions (B and G) better represent the true pose
space compared to other datasets. In addition, it is important

Dataset H Ours ‘ Ours* ‘ H20%* ‘ Frei ‘ LSMV | Ego3D*

Ours 0.735 | 0.732 | 0.743 | 0.731 | 0.613 0.776

Ours* 0.611 | 0.790 | 0.827 | 0.643 | 0.522 0.790

H20* 0.473 | 0.655 | 0.821 | 0.494 | 0412 0.671

Frei 0.686 | 0.705 | 0.744 | 0.738 | 0.607 0.743

LSMV || 0.528 | 0.482 | 0.490 | 0.541 | 0.646 0.493

Ego3D*|| 0.523 | 0.679 | 0.688 | 0.551 | 0.404 0.834

Rank 23 23 4.8 2.7 4.7 4.2

Table 1: Cross-dataset evaluation on 3D canonical pose es-
timation. We report AUC computed using PCK of root-
relative 3D keypoints in an interval from 0.0 to 1.0. Ego-
centric datasets are labeled with *. The top 3 scores on each
evaluation dataset (shown in columns) are marked as first,
second and third.

to recognize the difference between egocentric and third-
person pose space. We show that MANO3DHandss,.; and
MANO3DHands,g, achieve the best generalization scores
for third-person and egocentric datasets respectively. There-
fore, we claim that it is best to train on hand pose data with
the matching viewpoints for different applications. In this
work, we use MANO3DHandss,.; for the annotation tool
and MANO3DHands,, for egocentric two-hand tracking.
Unlike traditional datasets with fixed sizes, the training
set of MANO3DHands dynamically generates instances us-
ing the collected distribution and does not have a static
size. For this reason, the represented pose space can be
significantly higher in quantity and diversity. For example,
MANO3DHands,g, can generate 1.35 x 10? unique poses
with the collected B and G. Consequently, the top evalu-
ation scores achieved by our datasets on our generated test
sets (50k instances) also reflect strong generalization ability.

6.3. Two-hand Global Pose Estimation

For the complete cascaded pipeline, we use the scene-
adapted ICNet and evaluate subsequent stages using input
obtained from the previous stages. For 3D global hand pose
estimation that requires the global 3D hand location, we fol-
low [11] and compute the PCK on the root joint in the spher-
ical coordinate system, which measures the directional and
distance accuracy. To show that existing datasets are insuf-
ficient for our task, we select models trained on H20 and
FreiHAND with good performance in Section 6.1 and 6.2
for a comparison in the complete pipeline.

Figure 8a shows that we achieve an AUCy; = 0.508
for 2D hand pose estimation. Accurate results in this stage
are necessary for two-hand tracking since both the third
and final stage heavily depend on the estimated 2D key-
points. For 3D canonical hand pose estimation, we achieve
an AUC3zq = 0.422 in Figure 8b. Finally, after apply-
ing ManoFit using the estimated 2D/3D hand poses, Fig-
ure 8c shows that we obtain top AUCg,41c = 0.912 and
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Figure 8: Quantitative results using the complete pipeline trained on different datasets. Results obtained using the ground
truth segmentation and detection (stagel ground truth) are provided to study the impact of Model,.4 on the overall accuracy.

Figure 9: Qualitative results obtained using our multi-stage method trained on Ego2HandsPose. Odd columns show the input
images from various sequences in the test set of Ego2HandsPose. Even columns show visualization of the ManoFit output.

AUC,q4ius = 0.672. To isolate the impact of Models., in
the first stage, we also provide results obtained using the
ground truth segmentation and detection, which is not used
in comparison with the other datasets. Figure 9 shows qual-
itative examples of our two-hand 3D tracking on the test
sequences of Ego2HandsPose. Additional results are pro-
vided in the supplementary material.

We note that there is a trade-off between fitting accu-
racy and inference time and our complete pipeline does
not currently run in real-time. We report an average infer-
ence time of 19.7ms, 50.1ms and 2.4ms for our selected
Model;y, Modelog and Modelsq respectively. We utilize
high-performance models for the challenging task of two-
hand tracking using a single camera in the wild. Future

work includes further optimizations in efficiency.

7. Conclusion

In this work, we propose a set of parametric fitting al-
gorithm that enables 3D hand pose annotation using a sin-
gle image and automatic conversion from 2D to 3D hand
poses. We propose the first dataset, Ego2HandsPose, that
tackles two-hand 3D global pose estimation in the wild us-
ing a monocular RGB. Results obtained using our multi-
stage pipeline shows that training on the proposed dataset
significantly outperforms existing datasets. We hope our
work can push color-based two-hand applications towards
unconstrained environments for practical applications.
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