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Abstract

Most existing knowledge distillation methods for seman-
tic segmentation focus on extracting various sophisticated
knowledge from raw features. However, such knowledge
is usually manually designed and relies on prior knowl-
edge as in traditional feature engineering. In this paper,
we aim to propose a simple and effective feature distilla-
tion method using raw features. To this end, we revisit the
pioneering work in feature distillation, FitNets, which sim-
ply minimizes the mean squared error (MSE) loss between
the teacher and student features. Our experiments show
that this naive method yields good results, even surpass-
ing some well-designed methods in some cases. However,
it requires carefully tuning the weight of distillation loss.
By decomposing the loss function of FitNets into a mag-
nitude difference term and an angular difference term, we
find the weight of the angular difference term is affected
by the magnitudes of the teacher features and the student
features. We experimentally show that the angular differ-
ence term plays a crucial role in feature distillation and the
magnitude of the features produced by different models may
vary significantly. Therefore, it is hard to determine a suit-
able loss weight for various models. To avoid the weight
of the angular distillation term being affected by the mag-
nitude of the features, we propose Angular Distillation and
explore distilling angular information along different fea-
ture dimensions for semantic segmentation. Extensive ex-
periments show that our simple method exhibits great ro-
bustness to hyper-parameters and achieves state-of-the-art
distillation performance for semantic segmentation.

1. Introduction

Recent works on backbones [7, 21, 31] and segmenta-
tion frameworks [3, 29, 33] have greatly improved the per-
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formance of semantic segmentation. However, these high-
performance models often require a lot of memory and com-
putational overhead. Lightweight models are preferred in
real-time applications due to limited resources. As a result,
there is growing interest in how to reduce the model size
while maintaining decent performance.

The knowledge distillation (KD) introduced by [8] was
proven to be a promising way to solve this problem. Its
key idea is to transfer the knowledge from a cumbersome
model (teacher) to a compact one (student). [8] defines the
knowledge as soft labels produced by the teacher and su-
pervises the student with both ground truth labels and soft
labels. FitNets [17] extends this idea to the intermediate
representation of the model by making the student directly
mimic the teacher’s hidden layer features. Inspired by this,
many feature-based KD methods emerged later. Instead of
distilling the raw features as in FitNets [17], most existing
feature-based methods prefer to extract various forms of
knowledge from raw features, such as attention map [30],
Gramian matrix [28], pair-wise similarity [13] and low-
level texture knowledge [9]. However, this kind of knowl-
edge is usually manually designed and relies on various
prior knowledge as in traditional feature engineering.

In this paper, we aim to propose a simple and effective
feature distillation method using raw features. We there-
fore revisit the simplest feature distillation method proposed
in FitNets [17], which minimizes the mean squared error
(MSE) loss between the teacher and student features. In this
paper, we refer to the KD method proposed by FitNets [17]
as naive feature distillation. We are surprised to find that
this naive feature distillation method can achieve good re-
sults, even outperforming some recent methods that are
carefully designed for semantic segmentation (see Fig. 1).
However, the performance of this method is sensitive to
the loss weight. The appropriate loss weight for different
models varies significantly in some cases. To find out the
underlying reasons, we decompose the loss function of Fit-
Nets into a magnitude difference term and an angular differ-
ence term, and reveal that the weight of the angular differ-
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ence term is affected by the magnitude of the feature. We
further demonstrate through experiments that the angular
difference term is the key to achieving good performance,
while the magnitude of the features produced by different
models may vary greatly. This explains why it is difficult
for the naive feature distillation method to determine a loss
weight that suits different models.

In order to make the weight of the angular difference
term independent of the magnitude of the features, we pro-
pose to distill only the angular information of the features
for semantic segmentation. More importantly, we explore
distilling angular information along different feature dimen-
sions, and demonstrate that the dimension of angular infor-
mation has a significant impact on the distillation perfor-
mance of semantic segmentation. Although some methods
also utilize angular information [15,20], none of them have
considered the dimension of angular information, which is
critical for semantic segmentation. Furthermore, as dis-
cussed in Sec. 2.1, their approaches to distill the angu-
lar information are quite sophisticated, and they also in-
volve other forms of feature distillation. In comparison,
our method utilizes a straightforward angular distillation
loss. Extensive experiments on Cityscapes, Pascal VOC,
and ADE20K demonstrate the effectiveness and robustness
of our method.

Our main contributions are summarized as follows:

* We decompose the loss function of FitNets [17] into
a magnitude difference term and an angular difference
term, and point out the reason why it is sensitive to the
loss weight is that the weight of the angular difference
term is affected by the magnitude of the feature.

* We explore distilling angular information along differ-
ent feature dimensions and show that the dimension of
angular distillation has a significant impact on the dis-
tillation performance of semantic segmentation.

* Without relying on the sophisticated knowledge of
manual design, our method achieves state-of-the-art
distillation performance for semantic segmentation
and is robust to hyper-parameters.

2. Related work
2.1. Knowledge distillation

Existing KD methods can be roughly divided into logits-
based, feature-based and relation-based according to the
type of knowledge. Logits-based methods use class prob-
abilities of the teacher as soft labels to supervise the stu-
dent. Feature-based methods take the features of intermedi-
ate layers as knowledge. Relation-based methods focus on
the relationships between different layers or data samples.

Among these methods, the feature-based methods are
more related to this paper. FitNets [17] is the first KD

method to take the features of the intermediate layers as
knowledge. After that, many methods focusing on different
aspects of feature distillation have been proposed, such as
designing various forms of new knowledge from raw fea-
tures [16, 30], changing the teacher’s or student’s training
strategies to facilitate distillation [11, 35], and adaptively
utilizing multiple layers of features for distillation [!, 10].
Differently, we revisit the naive feature distillation method
introduced in FitNets [17] and analyze the possible reasons
for its limited performance.

Given the existence of several KD methods that lever-
age the angular information [15,20], we summarize the key
distinctions between our method and them. Firstly, we in-
vestigate distilling angular information along different fea-
ture dimensions, demonstrating that the dimensions of an-
gular information are critical for semantic segmentation.
Although prior studies have employed angular distillation
for image classification [15, 20], the effects of the feature
dimensions during angular distillation have not been ana-
lyzed. As for semantic segmentation, to the best of our
knowledge, there are currently no methods that employ an-
gular distillation. Secondly, we employ simple L2 normal-
ization on the raw features to directly derive the angular
information for distillation. In contrast, existing methods
employ more involved techniques to distill angular infor-
mation. For instance, [20] adopts locality-sensitive hash-
ing (LSH) to help the student mimicking the direction of
teacher features, while [15] requires constructing triplets of
samples and calculating the angle formed by three samples
in the feature space. Thirdly, in terms of the composition of
the feature distillation loss, our method consists solely of an
angular distillation term. In contrast, existing methods typi-
cally incorporate additional distillation losses beyond angu-
lar differences, such as MSE loss in [20] or Euclidean dis-
tance loss in [15], which implicitly distills both magnitude
and angular information simultaneously.

2.2. Knowledge distillation for semantic segmenta-
tion

Applying KD methods for image classification to seman-
tic segmentation in a straightforward way may not yield sat-
isfactory results. As a result, some KD methods tailored for
semantic segmentation have been proposed. [24] uses the
local similarity between a pixel and its 8 neighbors on the
feature map as knowledge. [13] distills the long-range de-
pendency by computing the pairwise similarity on the fea-
ture map and enforces high-order consistency between the
outputs of the teacher and student through adversarial learn-
ing. [22] proposes to transfer the intra-class feature vari-
ation of the teacher to the student. [19] focuses on channel
information by softly aligning the activation of each channel
between the teacher and student, which is more effective on
logits than on features. Unlike them, our method does not
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Figure 1. Distillation performance at varying loss weights on Cityscapes validation set. T: Teacher. S: Student. Naive: Naive feature
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rely on sophisticated knowledge of manual design and te-
dious distillation strategies such as adversarial learning. Ex-
tensive experiments on semantic segmentation demonstrate
the simplicity and effectiveness of our method.

3. Method

3.1. Analysis of naive feature distillation

In this paper, we refer to the KD method proposed by Fit-
Nets [17] as naive feature distillation. It encourages the stu-
dent to have the same feature activation as the teacher. Let
F* ¢ ROXHXW and F' ¢ REXHXW denote the feature
maps of the student and teacher, respectively, where C' is
the number of channels, H and W are the height and width.
For simplicity, we assume that F'® has the same dimensions
as F'. This can be achieved by applying a feature transfor-
mation (e.g., 1 X 1 convolution) to F'*. The naive feature
distillation minimizes the mean squared error (MSE) loss
between F* and F*:

1 i t 5\2
‘Cnawe - N ;(Fz Fz) (1)
where N =C x H x W.

As shown in Fig. 1, we experimentally find that the naive
feature distillation is able to achieve good results, and even
surpasses some well-designed methods for semantic seg-
mentation (i.e. SKD [13] and IFVD [22]). However, the
naive feature distillation is sensitive to the loss weight, thus
its good performance relies on carefully tuning the hyper-
parameters. For example, when the teacher is PSPNet-R101
and the student is PSPNet-R18 or PSPNet-MV2, it requires
alarge loss weight (e.g., 1000) to get good results. Instead, a
relatively small loss weight is appropriate when the teacher
is UPerNet-SwinB and the student is UPerNet-SwinT.

To figure out why the naive feature distillation is sensible
to the loss weight, we start by analyzing its loss function.

] and IFVD [22] are prior KD methods for

From the perspective of vectors, we can reformulate F'* and
F'as:
t t
F' = |[F'|ly = my

2
F® = ||Ff||lx = nx @

where n and m denote the magnitudes of F*® and F?, re-
spectively, and « and y are unit vectors. Then L4, in
Eq. (1) can be reformulated as:

N
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1 N N N
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‘Cnaiue =

2=
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[(m —n)? + 2mn(1 — cos 6)]

e ] L] L]

3)

where 6 denotes the angle between x and y, i.e., the angle
between F'° and F. The first term in Eq. (3) minimizes the
magnitude difference between F'° and F*, and the second
term minimizes the angular difference between F* and F*
but is affected by the magnitude.

Inspired from Eq. (3), we record the values of %, m,
and n during training in Fig. 2. It can be seen that in the case
of PSPNet-R101 as the teacher and PSPNet-R18 (Fig. 2a)
or PSPNet-MV?2 (Fig. 2b) as the student, m has a relatively
small value, and n decreases rapidly at the beginning and
then keeps at a small value close to m. Since [V is usually a
large value (/N = 2048 x 64 x 128 = 224 in this case), the
value of “5* is quite small.

Considering that

% is the weight of the angular differ-
ence term in Eq. (3) and a large loss weight (e.g., 1000) is
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Figure 2. The values of X, m, and n in Eq. (3) during training for the naive feature distillation on Cityscapes. The first row records the
values of 3. The second row records the magnitudes of the teacher features (yn) and the student features (n). Note that the parameters of
the teacher model are fixed, so the value of m for a sample is constant during training. T: Teacher. S: Student. w: Loss weight of Lygive-

required to get good performance for PSPNet-R18 (Fig. 1a)
and PSPNet-MV2 (Fig. 1b), we initially assume that a large
loss weight, in this case, can ensure a suitable factor for the
angular difference term so that the role of the angular dif-
ference term for feature distillation can be fully exploited.

To further verify the above assumption, we define
Magnitude Distillation, which minimizes the first term in
Eq. (3), i.e.,

1
Lo = 5 (I1F]] = [[F]])” @)

As shown in Fig. 1, Magnitude Distillation apparently
fails to reach the performance of the naive feature distilla-
tion, even far worse than the baseline without distillation
in some cases. This indicates that the magnitude difference
term contributes little to the naive feature distillation, while
it is the angular difference term that plays a crucial role.

As for the case where the teacher is UPerNet-SwinB and
the student is UPerNet-SwinT (Fig. 2c), the value of % is
clearly larger than that in Figs. 2a and 2b since both m and
n have a relatively large value. As a result, the naive feature
distillation can get good results (Fig. 1c) with a relatively
small loss weight (e.g., 100).

In summary, the angular difference term is crucial for the
naive feature distillation but the weight of the angular dif-
ference term is affected by the magnitude of the features.

Since the magnitude of the features produced by different
models may vary significantly, it is hard to determine a suit-
able loss weight for various models.

3.2. Angular distillation for semantic segmentation

Aiming to make the weight of the angular difference
term independent of the feature’s magnitude, we first at-
tempt to turn the magnitudes of the teacher and student
features into constant values. A simple way is to perform
L2 normalization for the teacher and student features be-
fore calculating the MSE loss. This resultsinm =n =1
and the weight of the angular difference term becomes %
Considering that % is a very small value in most cases, we
then eliminate NV in Eq. (3) to make the weight of the an-
gular difference term have a reasonable value. Specifically,
we minimize the following loss :

N

FS Ft
Liga =) (rmem — —=r)° ®)
2 T

Similar to Eq. (3), Eq. (5) can be reformulated as:
Liga = 2(1 — cosb) (6)

where 6 denotes the angle between F** and F". It means
that Eq. (5) essentially treats the entire features of a layer
from the teacher or student as a vector and minimizes the
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Figure 3. Our distillation pipeline for semantic segmentation. L,q is the proposed feature distillation loss, which can be Li44, Leqq OF
Lpad. Liq is the conventional distillation loss [8] on logits. Ly is the cross-entropy loss for semantic segmentation.

angular difference between them. Therefore, we refer to
the proposed method that minimizes the loss in Eq. (5) as
Layer-wise Angular Distillation (LAD).

The feature used for distillation in semantic segmenta-
tion is a fine-grained tensor that contains both spatial and
channel dimensions. The features of different dimensions
usually carry different information. Therefore, we argue
that it is necessary to take the dimension of the feature into
account when performing Angular Distillation for semantic
segmentation.

In addition to treating the features of a layer as a vector
like LAD, we can treat the features of a channel as a vector,
and minimize the angular difference between features of the
same channel from the teacher and student. We refer to
this as Channel-wise Angular Distillation (CAD). Similar
to Eq. (5), it minimizes the following loss:

c 2w c,h,w \2
cad S ) (7)
EX 2
where F'. . . € RH*W denotes the features of the c-th chan-
nel.

Furthermore, we can also treat the features of each spa-
tial point as a vector, and minimize the angular difference
between features of the same spatial point from the teacher
and student. We refer to this as Point-wise Angular Distil-
lation (PAD), and its loss is as follows:

' HXWC 1 h=1w= 1 7hﬂU|| HF:t,h,'wH

®)
where F'. }, ., € R€ denotes the features of the spatial point
(h,w).

The difference between LAD, CAD, and PAD is that the
dimensions of the angular information used for distillation
are different. The comparison of these three Angular Distil-
lation methods is in Sec. 4.4.

Our distillation pipeline for semantic segmentation is

shown in Fig. 3. Following the previous methods [13, 19,

], we apply the conventional distillation loss [8] on logits
as well. The total loss of our pipeline is as follows:

L= XeaLad + Mealrd + Lyt 9

where L,4 is our feature distillation loss, which can be
Liad, Lcad oF Lpeq. Lrq is the conventional distillation
loss [8] on logits, and L4 is the cross-entropy loss for se-
mantic segmentation.

4. Experiments
4.1. Datasets

Our experiments are conducted mainly on three popular
semantic segmentation datasets. Cityscapes [4] is a dataset
for urban scene understanding that contains 2975/500/1525
finely annotated images for train/val/test. It contains 30
classes and 19 of them are used for evaluation. Pascal
VOC [5] contains 20 common objects and one background
class. We use the augmented dataset with extra annotations
provided by [6] resulting in 10582 and 1449 images for train
and validation. ADE20K [34] contains 150 classes and is
divided into 20210/2000/3352 images for training/val/test.

4.2. Implementation details

Network architectures. Following the previous meth-
ods [13, 19, 22, 25, 27], we adopt PSPNet [33] or
DeepLabV3 [2] with ResNetl01 [7] backbone as the
teacher, and adopt different segmentation models (PSP-
Net and DeepLabV3) and backbones (ResNetl18 and Mo-
bileNetV2 [18]) as the student. When there is a different
number of channels between the teacher and student fea-
tures, a 1 x 1 convolution layer followed by BN and ReLLU
is applied to the student features for dimension alignment.

Training details. We use the pretrained teacher model and
keep its parameters fixed during distillation. Unless other-
wise stated, we use Stochastic Gradient Descent (SGD) as
the optimizer with a batch size of 16, a weight decay of
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val mIoU (%) test mloU (%)
Method Cityscapes voC ADE20K Method Cityscapes | ADE20K
T: PSPNet-R101 79.76 78.52 44.39 T: PSPNet-R101 78.14 36.35
S: PSPNet-R18 72.65 71.35 35.03 S: PSPNet-R18 73.02 29.13
+ SKD [13] 74.23 72.01 35.26 + CWD [19] 74.73 29.93
+IFVD [22] 74.55 72.00 35.92 +MGD [27] 74.20 30.17
+ CWD [19] 7591 73.49 36.78 + CAD (Ours) 75.01 31.35
+ MGD [27] 75.90 74.98 36.84 + LAD (Ours) 74.94 32.42
+ CAD (Ours) 76.77 75.72 38.99 S: PSPNet-MV2 72.41 27.27
+ LAD (Ours) 76.86 75.74 39.63 +CWD [19] 74.09 28.48
S: PSPNet-MV2 72.73 69.14 33.33 + CAD (Ours) 74.30 30.43
+ SKD [13] 72.90 69.62 33.39 + LAD (Ours) 74.70 31.94
+IFVD [22] 73.74 69.45 33.85
+ CWD [19] 74.73 71.28 35.26 Table 2. Comparison with state-of-the-art methods on Cityscapes
+ MGD [27] 71.42 52.67 20.36 and ADE20K test sets. The best/second best results are marked in
+ CAD (Ours) 74.73 73.03 36.82 bold/underline.
+ LAD (Ours) 75.76 74.13 38.92
S: DeepLabV3-R18 74.96 71.98 37.19 Method val mloU (%)
+ SKD [13] 75.32 73.03 36.91 Cityscapes vOoC ADE20K
+IFVD [22] 76.01 72.87 37.66 T: DeepLabV3-R101* 78.07 77.67 42.70
+CWD [19] 71.13 73.78 38.64 S: DeepLabV3-R18* 74.21 73.21 33.91
+ CAD (Ours) 71.24 76.31 39.44 + CIRKD [25]" 76.38 74.50 35.41
+ LAD (Ours) 77.23 76.33 41.12 + CAD (Ours) 76.81 74.94 37.18
S: DeepLabV3-MV2 73.98 69.92 35.14 + LAD (Ours) 76.78 75.53 38.61
+ SKD [13] 75.78 70.13 35.11
+IFVD [22] 75.24 70.32 35.35 Table 3. Comparison with CIRKD [25] on validation sets of
+ CWD [19] 76.59 71.68 36.49 Cityscapes, Pascal VOC, and ADE20K. The best/second best re-
+ CAD (Ours) 77.36 7491 3791 sults are marked in bold/underline. * indicates results from
+ LAD (Ours) 7747 74.93 39.66 CIRKD [25].
Table 1. Comparison with state-of-the-art methods on validation test mIoU (%)
sets of Cityscapes, Pascal VOC and ADE20K. “T” and “S” de- Method Cityscapes | ADE20K
note the teacher and student, respectively. “R1017, “R18” and T: DeepLabV3-R101" 77.46 35.30
“MV2” denote ResNetl101, ResNetl18 and MobileNetV2, respec- S: DeepLabV3-R18" 73.45 78.80
tively. The best/second best results are marked in bold/underline. + CIRKD [25]* 75.05 29.87
+ CAD (Ours) 75.33 30.92
+ LAD (Ours) 75.20 31.37
0.0005, and a momentum of 0.9. We use the “poly” learn-
ing rate policy where the learning rate equals to base_lr * Table 4.  Comparison with CIRKD [25] on test sets of

(1 — ier_jypower We set the base learning rate to 0.01
and power to 0.9. We train 80k iterations for Cityscapes
and Pascal VOC and 160k iterations for ADE20K. We ap-
ply random horizontal flipping, random scaling (from 0.5
to 2.0), and random cropping on the input images as data
augmentation during training. The crop size for Cityscapes,
Pascal VOC, and ADE20K are 512 x 1024, 512 x 512, and
512 x 512, respectively. We use single-scale testing for all
datasets. Unless stated, the features from the last layer of
the backbone are used for distillation in our method. A4 is
set to 10, and A4 is set to 10 following [13,19,22].

4.3. Comparison with state-of-the-art methods

We compare our method with recent KD methods for
semantic segmentation on Cityscapes, Pascal VOC, and
ADE20K. Due to the poor performance of their teacher and
student baselines, we re-implemented SKD [13], IFVD [22]

Cityscapes and ADE20K. The best/second best results are marked
in bold/underline. * indicates results from CIRKD [25].

and CWD [19] based on their released code. The hyper-
parameters related to distillation loss are set according to
their recommended values. The results of MGD [27] are re-
produced by us using the code released by the authors. For
a fair comparison, all methods use exactly the same training
and testing strategies as described in Sec. 4.2. It is important
to note that SKD, IFVD, and CWD use the adversarial dis-
tillation loss [13] on logits to improve performance, while
our method does not. Note that the results of PAD are not
reported in this section, and a detailed comparison between
LAD, CAD and PAD is provided in Sec. 4.4.

Tab. 1 shows the results on various student models
with different backbones and decoders (PPM [33] and
ASPP [2]). Our method significantly improves the per-
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(b) w/o KD

(c) CWD [19]

(d) LAD (Ours) (e) GT

Figure 4. Qualitative results of semantic segmentation. The student is PSPNet-R18, and the teacher is PSPNet-R101. The first two rows
present results on the Cityscapes validation set, while the last row shows results on the ADE20K validation set.

formance of baseline students without KD. For example,
the performance gains for PSPNet-R18 under LAD are
4.21%, 4.39%, and 4.60% on Cityscapes, Pascal VOC, and
ADE20K, respectively. Although we utilize the features
from the last layer of the backbone for distillation by de-
fault, the performance gains are not much affected by the
backbone architecture.

More importantly, our method consistently outperforms
other methods by a large margin under various experi-
mental setups, especially on Pascal VOC and ADE20K.
For example, LAD outperforms CWD [19], the previous
state-of-the-art KD method for semantic segmentation, by
2.85%, 3.66%, 2.48%, and 3.17% when using PSPNet-R18,
PSPNet-MV2, DeepLabV3-R18, and DeepLabV3-MV2 as
the student on challenging ADE20K. The comparison on
Cityscapes and ADE20K test sets is shown in Tab. 2. Our
method still shows a significant performance advantage
compared to existing methods.

CIRKD [25] adopts DeepLabV3-R101 as the teacher in-
stead of PSPNet-R101. In addition, the experimental setup
of CIRKD [25] has some differences from ours described
in Sec. 4.2. For example, they use an initial learning rate
of 0.02 and the total training iterations of 40k. For a fair
comparison with CIRKD [25], we implemented our method
based on their released code and obtained the results of
our method exactly following their experimental setup. As
shown in Tabs. 3 and 4, our method significantly outper-
forms the CIRKD [25] on all datasets.

4.4. Ablation study

In this section, we give extensive experiments to investi-
gate the effectiveness and characteristics of our method and
discuss the choice of some hyper-parameters.

Weight of distillation loss. The feature distillation loss in

our method is weighted by A4 in Eq. (9). We conduct
extensive experiments to investigate the sensitivity of our
method to \,4. As shown in Fig. 5, both CAD and LAD
exhibit excellent robustness to the loss weight.

Position of distillation. We conduct experiments using fea-
tures from the last layer of the backbone, the last layer of the
decoder, and the final prediction layer. Note that the opti-
mal loss weight may vary for different distillation positions,
but we use the same loss weight for all distillation positions
for simplicity. Here we also give the results of the naive
feature distillation to serve as a baseline, with the same loss
weight as our method. From Tab. 5 we can observe that
1) our method works best at the backbone, then at the de-
coder, and worst at the prediction layer, 2) LAD performs
the best among our methods at the backbone, with slightly
better performance than CAD, 3) CAD exhibits the best ro-
bustness at different distillation positions, and 4) PAD per-
forms the worst among our methods but is still better than
the naive feature distillation in general. The performance
gap between LAD, CAD, and PAD indicates that the di-
mension of angular distillation is critical. We believe that
the lack of spatial context is the reason for the poor results
of PAD. As shown in Fig. 6, PAD fails to make the student
learn a spatially similar pattern of feature activations as the
teacher. PAD does not take into account the spatial context
because the angular information of the features at different
spatial locations is calculated and distilled independently.
In contrast, both LAD and CAD involve spatial context.

Generalization over different networks. Following the
previous methods [13, 19,22], the above experiments are
mainly conducted on segmentation models with a plain
encoder-decoder architecture like PSPNet without skip con-
nections. In this section, we conduct experiments based on
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Figure 5. Ablation study about the sensitivity of our method to the
loss weight A,q. The teacher is PSPNet-R101, and the student is
PSPNet-R18.

val mloU (%)

Method Cityscapes | VOC | ADE20K
Naive-backbone 74.50 71.98 35.36
PAD-backbone 75.52 74.81 39.36
CAD-backbone 76.77 75.72 38.99
LAD-backbone 76.86 75.74 39.63
Naive-decoder 74.97 70.73 35.98
PAD-decoder 75.02 71.26 3543
CAD-decoder 75.44 73.67 38.60
LAD-decoder 75.27 71.39 36.62
Naive-logits 73.73 63.84 29.68
PAD-logits 75.25 69.43 31.18
CAD-logits 75.19 71.40 37.92
LAD-logits 74.96 70.11 31.18

Table 5. Ablation study about the distillation positions. The
teacher is PSPNet-R101, and the student is PSPNet-R18. “Naive”
denote naive feature distillation. “-backbone”, “-decoder” and “-
logits” denote distillation positions. The best/second best results

are marked in bold/underline.

UPerNet [23], which adopts FPN [12] to fuse multi-level
features in an inherent and pyramidal hierarchy. In addition,
we use the Transformer backbone for the teacher and stu-
dent, which has a completely different architecture from the
CNN. Specifically, the teacher’s backbone is Swin-B [14],
while the student’s backbone is Swin-T [14]. As shown in
Tab. 6, our method greatly improves the performance of the
baseline student without KD and outperforms CWD [19].
The results verify the effectiveness of our method again and
further demonstrate the promising generality of our method
over different networks.

4.5. Experiments on object detection

We also apply our method to object detection. To make
a fair comparison with recent methods, we use the same ex-
perimental setup as in [27]. As shown in Tab. 7, our method
achieves competitive performance compared to state-of-the-
art methods. This indicates a promising generality of our
method. We provide additional results on object detection
in the supplementary material.

(a) Teacher

(b) LAD (c) CAD (d) PAD
Figure 6. Heatmaps of feature activations from the teacher

(PSPNet-R101) and the student (PSPNet-R18).

val mIoU (%)
Method Cityscapes | ADE20K
T: UPerNet-SwinB 81.17 47.99
S: UPerNet-SwinT 77.94 43.72
+ CWD [19] 79.38 45.08
+ LAD (Ours) 79.51 45.47
+ CAD (Ours) 79.54 46.12

Table 6.  Ablation study about the generalization of our
method over different networks on validation sets of Cityscapes
and ADE20K. The best/second best results are marked in
bold/underline.

Teacher Student mAP APs APy APgp
RetinaNet-R50 | 37.4  20.6 40.7 49.7

. FKD [32] 396 227 433 525
R | cwn 19 408 227 445 553
41.0) FGD [26] 40.7 229 450 547

’ MGD [27] 41.0 234 453 557
LAD (Ours) 41.0 233 452 551

Table 7. Comparison with state-of-the-art methods on COCO val-
idation set. “X101” denotes ResNeXt101.

5. Conclusion

In this paper, we revisit the naive feature distillation
method proposed in FitNets [17] with the aim of propos-
ing a simple and effective feature distillation method. With
the analysis of the loss function of FitNets [17] and well-
designed experiments, we show that the sensitivity of this
naive method to hyper-parameters is due to the fact that
the weight of the angular difference term is affected by
the magnitude of the features. Based on this, we propose
three angular distillation methods for semantic segmenta-
tion. Experimental results show that our method achieves
state-of-the-art performance and exhibits excellent robust-
ness to hyper-parameters.

There is room for further exploration on how to utilize
angular information of the feature for distillation. In addi-
tion, we focus on how to effectively perform feature distil-
lation between manually assigned pairs of teacher-student
intermediate layers, without considering the utilization of
multi-layer features. We leave these for future work.
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