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Abstract

Masked image modeling has been demonstrated as a
powerful pretext task for generating robust representations
that can be effectively generalized across multiple down-
stream tasks. Typically, this approach involves randomly
masking patches (tokens) in input images, with the mask-
ing strategy remaining unchanged during training. In this
paper, we propose a curriculum learning approach that up-
dates the masking strategy to continually increase the com-
plexity of the self-supervised reconstruction task. We con-
Jjecture that, by gradually increasing the task complexity, the
model can learn more sophisticated and transferable repre-
sentations. To facilitate this, we introduce a novel learnable
masking module that possesses the capability to generate
masks of different complexities, and integrate the proposed
module into masked autoencoders (MAE). Our module is
jointly trained with the MAE, while adjusting its behavior
during training, transitioning from a partner to the MAE
(optimizing the same reconstruction loss) to an adversary
(optimizing the opposite loss), while passing through a neu-
tral state. The transition between these behaviors is smooth,
being regulated by a factor that is multiplied with the recon-
struction loss of the masking module. The resulting training
procedure generates an easy-to-hard curriculum. We train
our Curriculum-Learned Masked Autoencoder (CL-MAE)
on ImageNet and show that it exhibits superior represen-
tation learning capabilities compared to MAE. The empiri-
cal results on five downstream tasks confirm our conjecture,
demonstrating that curriculum learning can be successfully
used to self-supervise masked autoencoders. We release our
code at https://github.com/ristea/cl-mae.

1. Introduction

Self-supervised representation learning has grown to a
prominent research topic, thanks to the possibility of learn-
ing representations that can be transferred to multiple visual
tasks (referred to as downstream tasks), ranging from image
recognition [15, 46, 53] and object detection [5, 58,61] to
semantic segmentation [1 1, 19,37,50]. These generic repre-
sentations are usually learned by defining a self-supervised
task, also known as pretext task, where the labels are au-
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tomatically generated from the available data, requiring
no human supervision. Motivated by the achievements
of masked language modeling techniques in natural lan-
guage processing (NLP) [12], the field of computer vision
has recently embraced masked image modeling as a self-
supervised task [2, 6, 7, 14, 25, 30, 30,41, 51, 55, 56, 59].
Masked image modeling involves masking a number of
patches of an image and tasking the model at learning to
reconstruct the masked information based on the remaining
visible patches. Masked image models can be divided into
two main categories with respect to reconstructing the tar-
get either as visual tokens [2, 14,23,23,30,30,55,55,56,60]
or features [49, 51]. The methods based on predicting
masked tokens are the most prevalent ones, mostly because
of their simplicity and better generalization capabilities.
Even though a lot of attention has been dedicated to refining
the pretext task [1, 2, 13,23,32,33,55,57], comparatively
less attention has been paid to the token selection strat-
egy [0,30,31]. The mask selection criteria are often based
on semantic object parts [6, 30] or uniform sampling [31].
Unlike existing approaches, we propose to generate adap-
tive masks with different complexity levels, as part of the
learning process, instead of using a single masking strategy.
To this end, we propose a novel masking module, which is
trained in an end-to-end fashion along with the MAE back-
bone [23]. We also propose a novel curriculum learning
setup, where the complexity of the pretext task is increased
from easy-to-hard based on the generated masks, helping
MAE to achieve better convergence and learn a more robust
representation.

We introduce curriculum learning as the core element of
our proposed method, while using MAE [23] as the un-
derlying backbone for representational learning. Curricu-
lum learning [3] operates on the premise that models learn
to solve tasks in the increasing order of their complexity,
which helps to learn robust representations and enhance
generalization capabilities. Different from existing curricu-
lum methods [43], we propose to create a curriculum by
generating masks of increasing difficulty during training.
To achieve this, we propose a novel masking module that
is trained together with the MAE backbone, as shown in
Figure 1. In order to generate the progressive masks, from
easy to hard, we introduce a curriculum loss function to
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(a) System diagram of the curriculum masking module generating a mask for training the masked autoencoder (MAE) (b) Training steps for CL-MAE

Figure 1. Our Curriculum-Learned Masked Autoencoder (CL-MAE) comprises a learnable masking module that decides what tokens need
to be masked at each training iteration. The architecture of our module uses N vision transformer (ViT) [15] blocks based on multi-head
attention (MHA), layer normalization (LN) and multi-layer perceptrons (MLPs). The final [CLS] token is passed through an MLP, a linear
projection and a sigmoid activation (o), producing token masking probabilities. The masking module uses an easy-to-hard curriculum
learning schedule that transitions smoothly from optimizing the same reconstruction objective as the MAE to an adversarial (opposed)
objective. Hence, our masking module generates more or less complex masks, depending on its current objective. Our curriculum masking
module (CMM) and the MAE [23] are trained in alternating steps, similar to how generative adversarial networks [20] are trained. During

inference, the masking module is removed. Best viewed in color.

train our new masking module, which shares the same ob-
jective as the pretext task. The complexity of the generated
mask is governed by a factor that decides the weight of our
curriculum loss function. First, the weight is set to a pos-
itive value in order to generate easy masks and facilitate
learning the pretext task. The factor is decreased at every
epoch, and even flips from positive values to negative val-
ues. When the curriculum loss weight reaches negative val-
ues, the masking module learns to increase the complexity
of the pretext task by generating hard masks, acting as an
adversary to the MAE backbone. Hence, our masking mod-
ule starts with the same objective as the MAE, but gradually
transforms into an adversary during training. This gener-
ates an easy-to-hard curriculum for the MAE. The archi-
tecture of our learnable curriculum masking module con-
sists of a number of vision transformer (ViT) blocks [15],
as illustrated in Figure 1 (a). The masking probabilities are
derived from the [CLS] token, after applying a multi-layer
perceptron (MLP) and a sigmoid (o) activation. A thresh-
olding operation transforms the masking probabilities into
binary values, which are subsequently used to select the to-
kens for the MAE. The thresholding operation is required to
prevent having a trivial reconstruction task (multiplying the
tokens with masking probabilities does not really hide the
information, and the MAE can easily learn to rescale the
pixel values to their original magnitude). Unfortunately, the
thresholding operation also prevents gradient propagation.

To overcome this limitation, in each training iteration, we
alternate between training the MAE and the masking mod-
ule, as shown in Figure 1 (b).

We conduct nearest neighbor, linear probing and few-
shot linear probing experiments on five downstream im-
age classification tasks, comparing the representation learn-
ing capabilities of MAE [23] and CL-MAE, upon self-
supervising both models on ImageNet [39]. The empirical
results confirm the superior performance of our framework
across the entire set of tasks and data sets. Moreover, we
present ablation results to illustrate the utility of the various
losses and components used by our novel masking module.

Our main contributions are summarized below:

e We introduce curriculum learning into the MAE
framework [23] to learn robust representations.

* We propose a novel learnable masking module that is
capable of generating adaptive masks, according to the
desired complexity level.

* We present comprehensive results on five downstream
tasks, showing that our curriculum-learned MAE out-
performs MAE by significant margins.

2. Related Work

Self-supervised representation learning. The most popu-
lar approaches among state-of-the-art self-supervised meth-
ods are based on contrastive learning [8,21,24,35,47] and
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masked image modeling [2,6,7, 14,25,30,30,51,55,56,59,

]. Contrastive learning is based on pulling positive exam-
ple pairs closer, while pushing negative pairs farther apart to
learn robust representations. Since the number of negative
pairs is usually very large, many approaches employ hard
negative mining to parse negative image pairs. SimCLR [§]
is based on end-to-end training and involves a simple one-
to-one comparison with each negative instance. MoCo [24]
applies a different parsing technique, employing a momen-
tum encoder to create a dynamic dictionary of negative sam-
ples. BYOL [21] depends only on the positive pairs and
eliminates the need for negative pairs. All these methods
treat an image and its augmented versions as positive pairs,
thus relying on heavy augmentation techniques. Masked
image modeling represents a relatively simpler approach,
where the masked regions of an image are reconstructed
based on the visible image content. He et al. [23] showed
that randomly masking a large number of image patches,
i.e. 75%, results in a challenging pretext task, which gen-
erates a robust representation, eliminating the need for data
augmentation.

Masked image modeling. A sizeable amount of re-
search nowadays in self-supervised representation learning
is based on masked image modeling [2, 6, 7, 14, 25, 30,

,51,55,56,59,60], which is essentially inspired from
masked language modeling, e.g. BERT [12]. The main-
stream methods based on masked image modeling can be
categorized into approaches aiming to reconstruct visual to-
kens [2, 14,23,30,55,56,60] or features [49,51].

Preliminary studies focused on predicting visual tokens
typically rely on an external tokenizer, which creates a vi-
sual codebook to reconstruct the target information. BeiT
[2] and PeCo [14] are based on generating an offline visual
codebook using variational autoencoders. Following Dal.L-
E [38], iBOT [60] later proposed an online tokenizer based
on teacher networks generated via self-distillation. To mit-
igate the requirement of generating a visual codebook, Wei
et al. [51] proposed to reconstruct Histogram-of-Oriented-
Gradient (HOG) features for the masked region. These ap-
proaches are now replaced with more straightforward meth-
ods [6,25,30,31,41,55,56] that try to directly reconstruct
pixel values. He et al. [23] proposed an aggressive mask-
ing procedure, randomly hiding 75% of the image patches,
which seems to result in a very efficient and effective pre-
text task to learn robust and generic representations. Xie et
al. [55] increased the complexity of the pretext task by in-
creasing the patch size and reducing the decoder network to
a single layer, as they claim that a harder pretext task leads
to a better representation.

A subcategory of methods based on using pixel-wise re-
construction [0, 30, 31] has focused on different masking
strategies to obtain robust representations. Li ef al. [31]
proposed a token selection strategy for the pyramid-based

ViT, as the random selection of He et al. [23] does not seem
to work in this case. Li et al. [30] proposed semantically-
guided masking, a framework that contains two modules, a
self-supervised part generator, and a MAE [23] for repre-
sentation learning. Inspired by Li ez al. [30], Chen et al. [0]
unified the part generator and MAE into a single differen-
tiable framework. Different from these approaches, we pro-
pose a flexible masking strategy throughout the training pro-
cess, where the masking depends on the desired complexity
of the task, which varies from easy to hard in our case. We
also introduce a novel masking module that can easily gen-
erate the masks for each level of complexity. Hence, our
approach is based on a unique curriculum masking strategy,
which is not encountered in existing methods.

Curriculum learning. Curriculum learning, as introduced
by Bengio et al. [3], is a strategy aimed at organizing in-
put data or tasks in a meaningful order, from easy to hard,
to enhance the overall learning outcome. It consists of two
main components: a curriculum criterion [3] and a schedul-
ing function [3]. Approaches in curriculum learning can
be categorized into easy-to-hard (standard curriculum) and
hard-to-easy (anti-curriculum) paradigms [43]. In the easy-
to-hard paradigm, tasks are presented to the model in in-
creasing order of complexity [3,9,26,34,40], while the hard-
to-easy paradigm reverses this order [4,42]. Constructing a
curriculum involves using either approaches based on ex-
ternal complexity measures, such as the degree of occlu-
sion and the complexity of the shape [3, 16], or self-paced
learning techniques [22,27,29,52], in which the neural net-
work dynamically assesses the difficulty of training sam-
ples based on their loss. The scheduling function deter-
mines when and how to update the training process and can
be categorized as discrete or continuous. Discrete sched-
ulers [3,44] sort and divide the data into discrete subsets, ac-
cording to the curriculum criterion. Conversely, continuous
schedulers [22, 36] provide a gradually increasing propor-
tion of difficult training samples to the model. Our method
incorporates an easy-to-hard continuous scheduler based on
the complexity of the pretext task, where the reconstruction
error of the model is used as a measure to construct the cur-
riculum. Our novel curriculum learning strategy is deeply
integrated within the proposed masking module. The mod-
ule generates easy masks by hiding tokens with low recon-
struction errors and hard masks by hiding tokens with high
reconstruction errors. The complexity of the task gradually
increases during training from easy-to-hard, and, at some
point, the masking module learns to produce extremely hard
masks via adversarial training.

3. Method

We propose a curriculum learning approach together
with a learnable masking module to train masked autoen-
coders [23]. The proposed curriculum learning setup is
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aimed at achieving a robust representation that can be gener-
alized over multiple data sets and visual tasks. The easy-to-
hard curriculum is created through a novel masking mod-
ule, which learns what tokens to mask in order to make
the reconstruction task more or less complex. In the begin-
ning of the training process, the masking module is trained
with the same objective as the MAE to make the pretext
task easier, i.e. it learns to mask tokens that are easy to pre-
dict by the MAE. As the training progresses, we reduce the
magnitude of the module’s objective, essentially letting the
module mask tokens at random. Further into the training
process, we reverse the objective of the proposed masking
module with respect to the MAE, which creates an adversar-
ial learning environment where the MAE continues to learn
to reconstruct masked tokens, while the masking module
tries to hide the tokens that are difficult to reconstruct. The
whole process described above is controlled via a curricu-
lum loss factor Acp that linearly decreases from a positive
value to a negative value. This generates a smooth transi-
tion between behaviors of our learnable masking module,
initially acting as a partner to the MAE, and gradually tran-
sitioning to a neutral state, and later, becoming an adversary
to the MAE. Aside from the curriculum learning loss, we
enforce the prediction of discriminative and diverse masks
via additional loss components. In the following, we de-
scribe the proposed masking module and the loss functions
used to train our module together with the MAE, in an end-
to-end fashion.

3.1. Learnable Masking Module

The core element of our framework is the masking mod-
ule, a pivotal component in crafting masks of varying dif-
ficulty levels for the reconstruction task. Taking an input
image I € R"*“x¢ we divide it, as identically done for
the standard MAE, into n = (h - w)/p? non-overlapping
patches, each patch having p X p pixels. Further, all patches
are flattened and projected via a linear layer into the input
tokens. To the existing tokens, we concatenate the learn-
able [CLS] token C € R, obtaining the input tokens
T e R(”“)Xd, where d is the token dimension.

The input tokens are processed by the transformer-based
module, which is inspired by the Vision Transformer (ViT)
architecture [|5], obtaining the output tokens T, €
R(»+Dxd - Considering that the [CLS] token encapsulates
information about the entire input image, we extract the out-
put class token C,,,; € R? and process it with a multi-layer
perceptron (MLP) followed by a sigmoid activation func-
tion, as follows:

Z = o(MLP(C,.)), (1)
where o denotes the sigmoid activation, and Z € [0, 1]™ is
the soft output mask. Each element z; of Z represents the
probability of keeping the i-th input token visible, i.e. in-
ferring the corresponding token through the MAE for the

current iteration. When training the masking module, the
tensor Z is directly multiplied with the input tokens, allow-
ing gradients to pass through our module. However, training
the MAE with soft masking probabilities makes the recon-
struction task much easier, i.e. the only job of MAE is to
rescale the values of the softly masked tokens to counter
the effect of multiplying the original tokens with the soft
masking probabilities. Hence, before training the MAE,
we apply a thresholding operation to transform the vector
of soft masking probabilities into a binary masking vec-
tor Z* € {0,1}™. Thanks to the Gaussian and Kullback-
Leibler losses (detailed in Section 3.3), the threshold can be
fixed to 0.5 without tuning. During inference, the masking
module is removed.

3.2. Joint Training Procedure

The output of the masking module is a soft vector with
values between 0 and 1. This vector is transformed into
a binary vector via a thresholding operation, which pre-
vents gradient propagation (its gradients are equal to zero).
Therefore, when we train the MAE backbone by masking
input tokens, gradients with respect to the reconstruction
loss are not propagated to our masking module. To alleviate
this issue, we employ a two-step end-to-end training itera-
tion, which independently updates the MAE and our mask-
ing module, similar to how generative adversarial networks
are trained [20]. In the first step, we use the binary output
Z”* of the frozen masking module to select visible tokens
for the MAE backbone, leading to a conventional training
step for the MAE. In the second step, we freeze the MAE
backbone and train the masking module via Z, replacing the
thresholding and token selection operations with a multipli-
cation operation. More precisely, instead of selecting which
tokens should be passed to the MAE, we multiply all input
tokens with the soft output of our masking block, allowing
gradient propagation. In this fashion, we can propagate gra-
dients with respect to the reconstruction loss of the MAE,
transforming our module into a learnable component. We
illustrate both training steps in Figure 1 (b).

3.3. Proposed Loss Functions

To train our learnable masking module, we propose four

loss functions that are jointly minimized. We present the
four losses and their roles below.
Curriculum loss. Taking inspiration from MAE [23], we
employ the mean-squared error (MSE) metric between the
normalized per-patch pixels of the reconstructed target (D)
and the input image (I) in our curriculum learning frame-
work. The curriculum loss function is given by:

Lo (B, )=\ (I-1)? 2)

where )\(Ct]z € [—1,1] is linearly decreased at each training
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stept € {0,1,2,...,T}, as follows:
0

Aég =1,

t+1 t
where k € [0,2/T] is a tunable decay value, and T is the
total number of training iterations. Note that k£ determines
how soon the masking module switches from a consensual
objective to an adversarial one. When £ is set to the mini-
mum value, there is no adversarial training. For the maxi-
mum decay k = 2/T, the adversarial training starts halfway

into the training process. Depending on k, the value of )‘(c{)

can be between 1 and —1. As long as )\(Ct]z > 0, the mask-

ing module tries to minimize Lc¢y, contributing to simpli-

3)

fying the pretext task. When )\gﬁ becomes negative, the
masking module starts maximizing the difference between
Tand I, becoming an adversary to the MAE. By decreas-
ing AcL over time, our loss function constructs a curriculum
that progresses from a simple to a challenging reconstruc-
tion task, thereby fostering a more effective representation
learning process.

Gaussian loss. We incorporate a Gaussian objective into
our masking module to enforce discriminative outputs. This
objective forces the module to be decisive in picking which
tokens should be or not be masked, pushing the masking
probabilities away from 0.5, towards 0 or 1. Thus, the soft
output vector Z is expected to contain values close to 0 for
patches that need to be masked, and values close to 1 for
patches that must be kept visible. To achieve this behavior,
we employ a Gaussian loss, as follows:
1 (Z — p)*

['Gauss - O’\/ﬂ €xXp < 252 ) ) (4)
where 1 denotes the mean, o corresponds to the standard
deviation, and Z represents the output of the masking mod-
ule. To push the masking probabilities away from 0.5, we
set ¢ to 0.5. To regulate the resulting gradients, we use
o = 0.12 in all our experiments. By training the mask-
ing module with the proposed Gaussian loss, it acquires the
capability to determine whether a specific patch should be
masked or left unmasked. This objective is meant to mini-
mize the difference between the soft vector Z and the binary
vector Z*. Hence, when we switch the thresholding opera-
tion applied to Z on and off to alternate between updating
the weights of the MAE backbone and those of our mod-
ule, a low difference between Z and Z* makes the training
steps more consistent with each other.

Kullback-Leibler loss. In our curriculum learning setup,
the masking module can easily learn to shortcut the recon-
struction task. For example, when the module aims to min-
imize the reconstruction error, it tends to avoid masking al-
together. Conversely, when it behaves as an adversary and
aims to maximize the reconstruction error, it tends to mask
all the patches. To eliminate such shortcuts, we introduce

a new loss function that aims to ensure a fixed number of
tokens is always masked, regardless of the complexity of
the reconstruction task. To enforce a predetermined mask-
ing ratio, we integrate a loss based on the Kullback-Leibler
(KL) divergence into our learning framework. Our method-
ology involves generating distinct distributions for tokens
that are masked and those that are visible, all based on a
predefined masking ratio. This process includes creating
two separate bins: one bin tallies the count of masked to-
kens, while the other bin keeps track of visible tokens. By
establishing these distributions, our aim is to align with the
target masking ratio. In order to gauge the difference be-
tween the intended distribution and the actual distribution
of the outputs, we compute the KL divergence, which quan-
tifies the dissimilarity between the two distributions. The
loss based on the KL divergence is defined as follows:

LxL =m - log (Z) + v -log (Z), %)

where 1 represents the number of tokens to be masked esti-
mated by the masking module, m denotes the desired num-
ber of tokens to be masked (our target masking distribution),
0 signifies the estimated number of visible tokens, and v the
desired number of visible tokens. The loss is computed by
evaluating the logarithmic ratios of the predicted outputs to
the target values, weighted by the respective scale factors
m and v. The fractions % and % in Eq. (5) provide insights
into the match between the predicted outputs and the tar-
get values. When the predicted outputs align with the target
values, these fractions evaluate to 1, and their logarithm to
0. Hence, the loss value becomes 0. The scale factors m
and v ensure that each fraction is appropriately weighted.
Diversity loss. While the random masking process used by
MAE [23] inherently generates diverse masks, our learnable
masking module might collapse to generating a single mask
for all image samples. We thus need to employ a mecha-
nism that ensures data diversity. To this end, we introduce
a diversity loss that encourages the generation of different
mask configurations. For a mini-batch of p samples, the
diversity loss is computed as follows:

1 PP
Lav=—o=y >, > e (=I1Zi = Zj|P),  (©
7 i=1j=i+1
where Z; and Z; are the soft masking vectors correspond-
ing to input images I; and I ;, respectively. Minimizing the
proposed diversity loss is equivalent to maximizing the sum
of distances between all pairs of soft masking vectors in a
mini-batch. The loss is normalized with respect to the num-
ber of distinct image pairs in a mini-batch, obtaining a loss
value that is independent of the batch size.
Joint Loss. The overall loss function used to optimize the
masking module encompasses all the objectives presented
so far, namely the curriculum loss (L), the Gaussian loss
(LGauss)> the Kullback-Leibler loss (L1 ), and the diversity
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loss (Lgiv). Formally, the masking module is optimized via
the following joint loss:

Liotal = LcL + AGauss* Lauss + AL LKL + Adiv- Laiv, (7)
where the hyperparameters \guuss > 0, Ak > 0 and Mgy >
0 dictate the contributions of the corresponding loss terms
to the overall loss function. Note that the curriculum loss
L1 does not need a scaling factor, since it already includes
one in its definition provided in Eq. (2).

4. Experiments and Results
4.1. Data Sets

ImageNet. The ImageNet bemchmark [39] contains over
one million images from 1,000 categories, representing the
most popular data set in computer vision.

Aerial Images. The Aerial Images data set (AID) [54] com-
prises 10K aerial images of 600 x 600 pixels from 30 dis-
tinct categories, collected from Google Earth. The images
are divided into 5K for training and 5K for testing.

Airbus Wind Turbines. The Airbus Wind Turbines [17]
data set comprises over 357K satellite images of 128 x 128
pixels, where the task is to classify images with and without
wind turbines. We randomly split the data set into 80% for
training and 20% for testing.

Architectural Heritage Elements. The Architectural Her-
itage Elements (AHE) [28] data set encompasses 10 distinct
cultural heritage classes. This data set comprises 10,130
training images and 1,404 test images. The resolution of
each image is 128 x 128 pixels.

Sea Animals. The Sea Animals [48] data set comprises
images of 23 different sea creatures. This data set contains
a total of 13,711 images of distinct resolutions. There are
12,339 images for training and 1,372 images for testing.
Sport Balls. The Sport Balls [10] data set is composed of
15 classes representing various sport balls. It incorporates
7,328 training images and 1,841 test images.

4.2. Experimental Setup

Backbones. To compare the MAE and CL-MAE self-
supervised training frameworks, we consider three ViT [15]
backbones of different sizes, namely base (ViT-B), large
(ViT-L) and huge (ViT-H). These backbones are already
available in the official PyTorch repository' of MAE, which
we employ in our experiments.

Evaluation protocols. We start our experiments by self-
supervising MAE [23] and CL-MAE on 200 randomly cho-
sen classes from ImageNet [39]. We then evaluate the
learned representations on five downstream data sets, con-
sidering multiple evaluation scenarios: nearest neighbor,
linear probing, and few-shot linear probing. In the first
scenario, we apply a nearest neighbor model based on the

Uhttps://github.com/facebookresearch/mae

l Method \ AGauss | Acc@1 | Acc@5
MAE (baseline) [23] - 39.2 61.5
1 35.0 56.7

2 37.8 59.6

(Cn%)'ﬁfriulum) 5 35.1 56.7
10 38.7 61.7

20 38.2 61.3

Table 1. ImageNet results while tuning the hyperparameter AGayss
controlling the importance of our Gaussian loss. The results
are obtained by nearest neighbor models applied on the self-
supervised latent space of MAE and CL-MAE based on ViT-B.
The curriculum loss is turned off. The top scores are in bold.

Euclidean distance on top of the learned latent space. In
the linear probing scenario, we train a Softmax layer on
top of the learned encoders. The last scenario is similar
to the second one, the only difference being the number
of samples per class, which is restricted to a value in the
set {1,2,4,8,16}. To better assess the power of the self-
supervised representations, we refrain from fine-tuning the
backbones on the downstream tasks. As evaluation metrics,
we report the accuracy for the top-1 and top-5 predictions,
denoted as Acc@1 and Acc@5, respectively. For the linear
probing and few-shot linear probing protocols, we report the
average accuracy rates over three runs for each model. This
is not necessary for the nearest neighbors models, since they
output deterministic predictions.

4.3. Hyperparameter Tuning

For the vanilla MAE models, we use the hyperparame-
ters recommended by He et al. [23] for ImageNet. When
we integrate our masking module, we do not change the
recommended hyperparameters for the MAE backbones.
However, there are some additional hyperparameters for our
learnable masking module, which we tune on the ViT-B ar-
chitecture. We reuse the hyperparameters established for
our masking module on the ViT-L and ViT-H backbones.
Tuning for Gaussian loss. For the moment, we turn off
the curriculum learning, and focus on training the masking
module to generate masking probabilities close to 0 or 1.
Hence, we first tune the hyperparameter Agayss, Which con-
trols the importance of the Gaussian loss. In Table 1, we
present preliminary results on ImageNet with various val-
ues for Agauss for the CL-MAE based on ViT-B. The em-
pirical results indicate that the Gaussian loss is an impor-
tant objective for our module, requiring a weight that is ten
times greater than the other losses to produce optimal per-
formance. We thus set A\g,us = 10 in the subsequent exper-
iments.

Tuning for Kullback-Leibler loss. Next, we need to make
sure that our module masks the right amount of patches,
not more nor less. We keep the curriculum loss switched
off, and tune the hyperparameter gy, which represents the
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l Method \ AKL \ Acc@1 | Acc@5

MAE (baseline) [23] - 39.2 61.5
0.1 36.5 59.3
0.2 37.8 59.9
0.5 38.2 60.6

1 39.5 61.9
39.3 61.7

Table 2. ImageNet results while tuning the hyperparameter Agp,
controlling the importance of our Kullback-Leibler loss. The re-
sults are obtained by nearest neighbor models applied on the self-
supervised latent space of MAE and CL-MAE based on ViT-B.
The curriculum loss is turned off. The top scores are in bold.

CL-MAE
(no curriculum)

Method \ 2D \ Acc@1 \ Acc@5 \
MAE (baseline) [23] - 39.2 61.5
0 39.5 61.9
—0.1 | 414 | 645
CL-MAE —0.15 | 40.7 63.6
—0.2 | 381 60.4

Table 3. ImageNet results while tuning the hyperparameter /\g)
(equivalent to tuning k) of our curriculum loss. The results are ob-
tained by nearest neighbor models applied on the self-supervised
latent space of MAE and CL-MAE based on ViT-B. The top scores
are in bold.

weight for the Kullback-Leibler loss. In Table 2, we present
results on ImageNet with various values for Agp for the
CL-MAE based on ViT-B. Values below 1 for Ak, produce
considerable performance drops with respect to the MAE
baseline. The reported accuracy rates show that the optimal
weight for the Kullback-Leibler loss is Ax;, = 1. We choose
this setting (Agy, = 1) for the following experiments.

Tuning for curriculum loss. For the curriculum loss, we
tune the decay value k& with respect to the last weight fac-

tor )\g), which specifies the importance of the adversarial

objective in the last training iteration 7". Since the relation

)

between k and /\(C{ is bijective, we express the tuning in

terms of the more intuitive hyperparameter, namely /\g).

We consider values for /\(C{) between 0 and —0.2 and report
the corresponding results in Table 3. Turning off the adver-
sarial training, i.e. setting )‘(c? = 0, leads to results that are

marginally better than the vanilla MAE. In contrast, using

too much adversarial training ()\(Cj]:) = —0.2) seems to ac-
tually harm the model. The results show that )\(C? =—0.1

is the optimal value for the CL-MAE based on ViT-B ap-
plied on ImageNet. Therefore, we preserve this value for
the subsequent experiments.

Tuning for diversity loss. Another important aspect is the
diversity of the generated masks. The results presented so
far used the default setting for the weight of the diversity
loss, namely Agiy = 1. However, our module might bene-
fit from a higher emphasis on the diversity of the generated

l Method \ Adiv \ Acc@1 | Acc@5
MAE (baseline) [23] - 39.2 61.5
1 414 64.5
CL-MAE 2 42.1 65.1
5 40.6 63.3

Table 4. ImageNet results while tuning the hyperparameter \g;y
controlling the importance of our diversity loss. The results are ob-
tained by nearest neighbor models applied on the self-supervised
latent space of MAE and CL-MAE based on ViT-B. The top scores
are in bold.

| Method | N [ Acc@1 | Acc@5
MAE (baseline) [23] [ - [ 39.2 61.5
4] 421 65.0
CL-MAE 5] 421 | 651
6 | 40.0 63.3

Table 5. ImageNet results while tuning the number of transformer
blocks NV inside our learnable masking module. The results are ob-
tained by nearest neighbor models applied on the self-supervised
latent space of MAE and CL-MAE based on ViT-B. The top scores
are in bold.

ViT-B ViT-L ViT-H
Acc@1 [ACC@S Acc@1 [Acc@S Acc@1 [ACC@S

MAE [23]] 39.2 | 61.5 | 44.8 | 67.0 | 44.1 | 66.1
CL-MAE | 42.1 | 65.1 | 45.2 | 67.2 | 45.7 | 68.2

Table 6. ImageNet results obtained by nearest neighbor models
applied on the self-supervised latent space of MAE [23] and CL-
MAE (ours) based on various backbones (ViT-B, ViT-L, ViT-H).
The top scores for each backbone are in bold.

Method

masks. To this end, we consider higher values for Ay, and
present the corresponding results in Table 4. The reported
results indicate that Ag;, = 2 is the optimal choice, sug-
gesting that the diversity of the generated masks is indeed
important. We set A\g;y = 2 in the following experiments.
Number of transformer blocks. Our masking module
comprises a configurable number of transformer blocks N.
We tune this hyperparameter considering values in the set
{4,5,6} and report the corresponding results in Table 5.
The experiments show that choosing N = 5 provides the
best accuracy rates. Thus, we use N = 5 in the next exper-
iments.

4.4. Results

Results on ImageNet. In Table 6, we present the nearest
neighbor results for MAE [23] and CL-MAE (ours) using
three different backbones for each of the two frameworks,
on the ImageNet data set. CL-MAE is consistently better
than MAE [23], regardless of the underlying architecture.
Our framework brings considerable performance gains for
the ViT-B and ViT-H architectures, and moderate gains for
ViT-L. According to a battery of paired McNemar’s tests, all
our gains are statistically significant, at a p-value of 0.001.
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. Airbus Wind Architectural .
Protocol | Method Aerial Images Turbines Heritage Elements Sea Animals Sport Balls
Acc@1 [ Acc@5 | Acc@1 [ Acc@5 | Acc@1 [ Acc@5 | Acc@1 [ Acc@5 | Acc@1 [ Acc@5

MAE (Vit-B) [23] 80.2 94.9 92.1 97.7 76.8 93.4 51.2 76.2 57.6 81.8
CL-MAE (Vit-B) 82.6 98.1 93.4 97.9 79.3 94.0 56.2 79.7 60.2 84.5
Nearest | MAE (Vit-L) [23] 83.4 95.7 93.7 98.5 75.6 93.1 52.1 77.0 58.0 82.5
Neighbor | CL-MAE (Vit-L) 84.7 96.3 94.9 98.8 76.1 93.7 53.4 77.3 58.3 82.7
MAE (Vit-H) [23] 84.0 97.9 94.6 98.4 73.6 92.2 51.1 76.8 57.7 81.6
CL-MAE (Vit-H) 85.3 98.9 95.1 99.3 76.6 93.0 51.7 76.9 56.1 82.0
MAE (Vit-B) [23] 84.8 97.6 97.8 99.6 84.6 99.6 67.5 92.5 62.9 90.4
CL-MAE (Vit-B) 85.4 97.9 98.8 99.9 86.8 99.9 67.9 92.7 65.8 90.7
Linear | MAE (ViT-L) [23] 84.7 97.7 98.2 99.6 87.2 99.7 69.8 93.4 67.4 91.6
Probing | CL-MAE (ViT-L) 85.9 98.1 99.1 99.9 87.2 99.8 71.0 93.8 69.0 92.1
MAE (ViT-H) [23] 86.2 98.5 98.3 99.7 88.3 99.7 75.4 95.0 74.6 94.3
CL-MAE (ViT-H) 87.1 99.3 99.3 99.9 89.6 99.5 76.2 95.2 75.1 94.9

Table 7. Nearest neighbor (top half) and linear probing (bottom half) results on five benchmarks: Aerial Images, Airbus Wind Turbines,

Architectural Heritage Elements, Sea Animals, and Sport Balls. The results are reported for MAE [

] and CL-MAE (ours) based on

various backbones (ViT-B, ViT-L, ViT-H). The top scores for each backbone on each data set are in bold.

[ Method [ Lgauss | £k | Laiv | Loo [ Acc@1 [ Acc@5 |

MAE [23] X X X X 39.2 61.5
v/ X X X 38.7 61.7
v v X X 39.5 61.9
CL-MAE v v/ v X 40.8 62.4
v/ v v /| 421 65.1

Table 8. Ablation study on the loss functions used to train our
learnable masking module. The results are obtained by nearest
neighbor models applied on the self-supervised latent space of
MAE and CL-MAE based on ViT-B. The top scores are in bold.

Results on downstream tasks. In Table 7, we present
nearest neighbor and linear probing results on Aerial Im-
ages [54], Airbus Wind Turbines [17], Architectural Her-
itage Elements [28], Sea Animals [48], and Sport Balls [10]
data sets. The goal of these experiments is to assess the
transferability of the self-supervised representations learned
by MAE [23] and CL-MAE, using three different back-
bones (ViT-B, ViT-L and ViT-H). In 57 out of 60 cases, CL-
MAE outperforms MAE, with absolute gains varying be-
tween +0.1% and +4.0%. A battery of paired McNemar’s
tests confirms that our gains are statistically significant, at
a p-value of 0.001. For the nearest neighbor protocol, there
are 14 out of 30 cases where the absolute gains are higher
than 1%. For the linear probing protocol, we have 7 out of
30 cases in which the gains are higher than 1%. The few-
shot linear probing experiments (presented in the supple-
mentary) are consistent with the results presented in Table
7. In summary, we conclude that our experiments provide
comprehensive evidence indicating that CL-MAE is able to
learn superior representations compared to MAE [23].

Ablation study. To assess the individual performance im-
pact of the proposed loss functions, we conduct an ablation
study on ImageNet and present the results in Table 8. Note
that our learnable masking module needs at least one loss to

function. Using solely the Gaussian loss is slightly worse
than employing the vanilla MAE. Adding the Kullback-
Leibler loss regulates the number of masked patches and
improves the model, which becomes marginally better than
MAE. The diversity loss plays an important role in further
boosting the performance of CL-MAE. The curriculum loss
also brings significant performance gains. In summary, the
ablation study shows that each and every loss function con-
tributes to the high performance gains of our model.

5. Conclusion

In this paper, we introduced a novel approach for self-
supervised representation learning with masked autoen-
coders, leveraging the concept of curriculum learning. Our
method involves generating masks of increasing complexity
using a novel learnable masking module. We proposed four
losses to ensure that our masking module learns to produce
masks that are decisive (close to binary), diverse, and in line
with the imposed masking ratio and complexity. Our mask-
ing module is jointly trained with MAE, but its reconstruc-
tion objective changes during training, from a consensual
objective (aiming to help MAE) to an adversarial objec-
tive (aiming to confuse MAE), generating an easy-to-hard
curriculum learning setup. We conducted comprehensive
experiments to compare our framework (CL-MAE) with
the vanilla MAE. Our empirical results showed that CL-
MAE learns better representations, outperforming the trans-
fer learning capability of MAE. In future work, we aim to
extend our analysis to other domains where MAE was suc-
cessfully employed, e.g. video [45] and audio-video [18].
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