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Abstract

Despite significant progress in semi-supervised learning
for image object detection, several key issues are yet to be
addressed for video object detection: (1) Achieving good
performance for supervised video object detection greatly
depends on the availability of annotated frames. (2) Despite
having large inter-frame correlations in a video, collecting
annotations for a large number of frames per video is ex-
pensive, time-consuming, and often redundant. (3) Exist-
ing semi-supervised techniques on static images can hardly
exploit the temporal motion dynamics inherently present
in videos. In this paper, we introduce SSVOD, an end-
to-end semi-supervised video object detection framework
that exploits motion dynamics of videos to utilize large-
scale unlabeled frames with sparse annotations. To se-
lectively assemble robust pseudo-labels across groups of
frames, we introduce flow-warped predictions from nearby
frames for temporal-consistency estimation. In particu-
lar, we introduce cross-IoU and cross-divergence based se-
lection methods over a set of estimated predictions to in-
clude robust pseudo-labels for bounding boxes and class
labels, respectively. To strike a balance between confirma-
tion bias and uncertainty noise in pseudo-labels, we pro-
pose confidence threshold based combination of hard and
soft pseudo-labels. Our method achieves significant perfor-
mance improvements over existing methods on ImageNet-
VID, Epic-KITCHENS, and YouTube-VIS datasets. Codes
are available at https://github.com/enyac-
group/SSVOD.git.

1. Introduction

Human annotations are expensive, time-consuming, and
hard to collect for large-scale datasets [35]. In this regard,
semi-supervised learning has great potential to utilize large-
scale unlabeled data with limited annotations [1, 28, 34]. In
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Figure 1. Supervised performance greatly depends on the avail-
ability of annotated frames per video. Our proposed SSVOD
largely reduces the performance gap between sparse annotations
(1 frame/video) and dense annotations (15 frames/video).

recent years, researchers have shown significant progress
in semi-supervised learning (SSL) on many applications,
such as image classification [1, 29], semantic segmenta-
tion [2, 39], and object detection [12, 37]. However, prior
work for semi-supervised object detection has mostly fo-
cused on image-based methods which opens up several key
issues to be addressed particularly for videos. In this paper,
we aim to fill this gap by redesigning the SSL architecture
for video object detection.

Video comes with additional challenges compared to
static images, particularly arising from motion deblurring,
pose variations, and camera defocus under fast motion [30,
38]. Numerous approaches have been studied to exploit the
rich temporal information presented in videos to improve
video object detection [14, 15]. However, the performance
of supervised video object detectors greatly depends on the
availability of annotated frames per video. In case of ex-
tremely sparse annotations of one labeled frame per video,
an average of 22% supervised performance reduction is ob-
served compared to the dense supervision of 15 labeled
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Figure 2. (a) Supervised video object detection requires dense an-
notations to explore different time-steps of videos. (b) With sparse
annotations, the supervised method generates sub-optimal perfor-
mance due to insufficient temporal exploration. (c) SSVOD lever-
ages semi-supervised learning to estimate robust pseudo-labels
across different time-steps by exploiting available sparse annota-
tions, thereby reducing annotation burden.

frames per video (Fig. 1). For sparse annotations, standard
supervised training strategies cannot explore different time-
steps over the video, which results in sub-optimal perfor-
mance (Fig. 2b). Despite having large inter-frame correla-
tions in a video, collecting annotations for a large number
of frames per video is expensive, time-consuming, and often
redundant. Our primary motivation is to reduce the perfor-
mance gap between sparse and dense annotations by fully
exploiting the inherent temporal dynamics of videos.

The advancement of semi-supervised image object de-
tection has introduced several key challenges in pseudo-
label estimation for unlabeled images [17, 18, 31]. Wrong
estimation of pseudo-labels for object classes and bound-
ing boxes results in confirmation bias that diminishes the
advantage of additional unlabeled data [27]. Image-based
techniques offer various pseudo-label selection and filtering
techniques to systematically filter robust pseudo-labels for
unlabeled images [18, 31]. However, such techniques cus-
tomized for static images cannot utilize the rich temporal in-
formation presented in videos for searching reliable pseudo-
labels across groups of frames. Therefore, naive integra-
tion of image-based pseudo-label selection techniques into
state-of-the-art (SOTA) video object detectors yield sub-
optimal performance, thereby demanding more specialized
solutions for videos (Table 1).

Moreover, existing semi-supervised learning approaches
on videos [12,19] primarily focus on the post-processing of
detected bounding boxes to estimate pseudo-labels, which
are referred as box-level methods [38]. However, SOTA

video object detectors mainly operate on the feature space
of groups of frames to aggregate motion cues from sur-
rounding reference frames into the target key frame predic-
tion [17,18,31]. Hence, instead of operating on final image-
level predictions of video detectors, it is necessary to exploit
the temporal feature space of groups of frames to estimate
most consistent pseudo-labels in the target key frame.

In this paper, we introduce SSVOD, a semi-supervised
learning framework that exploits the motion cues present in
videos to greatly reduce annotation burden of SOTA video
object detectors (Fig. 2c). Inspired by semi-supervised im-
age detectors, we propose a teacher-student framework in
video object detection to train on sparsely labeled data. In-
stead of only operating on final image-level predictions of
target key frames, we estimate optical flow-warped predic-
tions from each surrounding reference frame to leverage
temporal consistency estimation in pseudo-label selection
(Fig. 3). Using these predictions, we selectively identify
the most reliable pseudo-labels for object class and bound-
ing boxes in the target key frame. In particular, we introduce
cross-IoU and cross-divergence based object pair matching
across a group of predictions to search the most consistent
bounding boxes and class labels, respectively. Moreover,
to strike a balance between confirmation bias and uncer-
tainty noise in pseudo-labels, we combine hard-class train-
ing with soft-label distillation based on their consistency.
Our proposed SSVOD largely closes the performance gap
between sparse and dense annotations by achieving around
98% of supervised mAP with over 95% sparsity in anno-
tations (Fig. 1). Moreover, SSVOD provides average 7.5%
higher mAP than naive integration of video object detec-
tors and SOTA semi-supervised image techniques (Table 1).
Our contributions are summarized as follows.

• We introduce a novel semi-supervised video object
detection framework to tackle practical challenges of
video object detection with sparse annotations.

• We propose a motion-aware robust pseudo class label
and bounding box filtering approach by exploiting the
temporal feature space of group of frames.

• We present an extensive experimental study that shows
significant performance improvements on ImageNet-
VID, Epic-KITCHENS, and YouTube-VIS datasets.

2. Related Work
2.1. Video Object Detection

Several supervised video object detectors have been ex-
plored over the years [9, 22, 30, 38]. Initial work has fo-
cused on post-processing of sequential video predictions
with image-based object detectors [14, 15]. FGFA [38]
first introduced flow-guided reference feature aggregation
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Figure 3. The overview of the semi-supervised video object detection (SSVOD). Each labeled/unlabeled set consists of one key and several
reference frames. The teacher video detector operates on the unlabeled set to generate pseudo-labels. A flow-warped feature generator
warps reference features using motion flow estimates to generate flow-warped feature sets. The key frame predictions generated from the
raw and flow-warped feature sets are processed with a three-stage filtering scheme to separate pseudo bounding boxes, hard class labels,
and soft-labels. The student video detector is trained on unlabeled sets with pseudo-labels, as well as on labeled sets.

from nearby frames by utilizing motion maps. SELSA [30]
replaced the motion-based aggregation by full sequence-
level semantics with object cross-attention weights. Later,
TROI [8] improved upon SELSA by integrating tempo-
ral alignment of region-of-interest (ROI) features using
the surrounding frames. TF-blender [4] proposed dense
blending of the reference frame aggregation by considering
each pair of surrounding frames. Relation distillation net-
works [6] distilled object relations from nearby reference
frames to augment object features. Recently, an end-to-end
transformer-based approach was introduced with sequential
spatial and temporal processing [11]. However, the per-
formance of all these approaches has been limited by the
availability of the annotated frames from different temporal
horizons of videos.

2.2. Semi-Supervised Object Detection

Recently, several semi-supervised image object detec-
tion techniques have been proposed. First, STAC [24] in-
troduced a teacher-student framework for semi-supervised
object detection that estimates the pseudo-labels with a pre-
trained teacher. The unbiased teacher [17] approach intro-
duced an end-to-end approach to update the teacher as a
moving average of the weights from the student. However,
it only considered the pseudo class labels. Soft-Teacher [31]
introduced box-jittering and modified confidence threshold-
ing of the pseudo-labels. Instant-teaching [37] proposed a
co-rectify scheme by maintaining two models for generat-
ing the pseudo-labels. A single-stage detector based scheme

was introduced in [18]. However, these static image-based
detection approaches cannot exploit the temporal dynam-
ics [30, 38] for overcoming video-specific challenges, such
as deblurring, pose variations, and camera defocus.

Some of the prior work has focused on semi-supervised
approaches for video. Misra et al. [19] proposed a dynamic
approach to gradually learn and accumulate the unknown
objects from videos. Hu et al. [12] introduced a pseudo-
label propagation scheme on the detected objects in the un-
labeled frames. However, these non end-to-end video object
detection schemes are primarily built upon image-based de-
tectors which cannot utilize the motion guided feature en-
hancement techniques developed in video object detectors.

3. Methodology
3.1. Overview of Supervised Video Object Detection

Supervised video object detection primarily focuses on
aggregating surrounding context from nearby reference
frames to enhance detection of a target key frame. In partic-
ular, supervised training requires annotations on key frames,
whereas reference frames are the nearby frames primar-
ily used for feature enhancement. With access to densely
annotated key frames over the video, supervised methods
can learn temporal dynamics across different time-steps
(Fig. 2a). In contrast, having access to sparsely annotated
frames in a video limits the temporal learning of supervised
methods (Fig. 2b).

Consider a dataset D consisting M videos where D =
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{V 1, V 2, . . . , V M}. Each training video contains N frames
with nk annotated key frames and nr reference frames, such
that nk + nr = N . The supervised training objective for a
video object detection network Zθ parameterized by θ can
be expressed as

argmin
θ

M∑
m=1

nk∑
t=1

L(Zθ(R
t−i
m ,Kt

m, Rt+i
m ); ytm), (1)

where L is a pre-defined loss function, Kt
m, ytm denote

the tth key frame and corresponding annotation in the mth

video, respectively, and Rt−i
m , Rt+i

m represent the reference
frame at time t− i and t+ i, respectively. We note that here,
and in the rest of the paper, boundary cases are taken care
of by ensuring (t− i) is always positive.

The supervised training objective is limited by the avail-
ability of annotated key frames. Though annotations for ref-
erence frames are not required, it is necessary to use the
nearby reference frames for proper feature enhancement.
With a limited number of labeled key frames in a particu-
lar video, the majority of the frames from other time-steps
will remain unused in the supervised setting.

3.2. Problem Formulation for SSVOD

Instead of only relying on labeled key frames, the semi-
supervised approach targets robust pseudo-label generation
for unlabeled key frames throughout the video (Fig. 2c).
Therefore, training can be continued across different time-
steps of the video utilizing the labeled and pseudo-labeled
key frames. Given that each video contains nu

k unlabeled key
frames and nl

k labeled key frames such that nu
k + nl

k = nk,
the semi-supervised objective can be defined as follows

argmin
θ

 M∑
m=1

nl
k∑

t=1

L(Zθ(R
t−i
m ,Kt

m, Rt+i
m ); ytm) +

M∑
m=1

nu
k∑

t=1

L(Zθ(R
t−i
m ,Kt

m, Rt+i
m ); ptm)

 ,

(2)

where ptm denotes the pseudo-label generated for the tth

unlabeled key frame from the mth video. Therefore, the
proposed semi-supervised formulation ensures utilization
of sufficient key-reference pairs across the video without
being entirely limited by human annotations.

3.3. SSVOD Overview

Our proposed semi-supervised video object detection
(SSVOD) framework facilitates training of SOTA video ob-
ject detectors with sparse annotations (Fig. 3). To uti-
lize the temporal information with video detectors, SSVOD
operates on a group of frames to aggregate features of
nearby reference frames for key frame prediction. For hav-
ing sparsely annotated key frames, SSVOD inherits the

Figure 4. Overview of flow-warped feature set generation scheme.
The flow estimator extracts the motion map between each key-
reference pair. A feature warping is carried out on each reference
feature. The key feature is replaced with the flow-warped feature
to generate flow-warped feature sets.

teacher-student framework that is extensively used in semi-
supervised learning [17, 31] for generating robust pseudo-
labels on unlabeled key frames. The teacher network is de-
rived by the exponential moving average (EMA) weights of
the student network which operates on weakly-augmented
unlabeled sets to estimate pseudo-labels on unlabeled key
frames. The student network is trained on strongly aug-
mented unlabeled sets using estimated pseudo-labels along
with labeled sets. The performance of semi-supervised
learning mostly depends on the correct estimation and fil-
tering of pseudo-labels. SSVOD searches for the most con-
sistent and robust pseudo-labels on unlabeled key frames by
exploiting the temporal feature space of nearby frames.

Generally, in two-stage SOTA video detectors, the video
feature extractor separately generates features from each
key and reference frame. Later, the video region proposal
network (RPN) and region-of-interest (ROI) head aggre-
gates the reference features into the key feature to gener-
ate raw predictions on key frames. To leverage temporal
consistency estimation on these raw predictions, we intro-
duce estimation of flow-warped predictions from each ref-
erence frame utilizing motion cues with a flow estimator.
In this regard, we propose generation of flow-warped fea-
ture sets from each key-reference pair based on the mo-
tion flow (Fig. 4, Sec 3.4). These flow-warped feature sets
are processed simultaneously with the video RPN and ROI
head to estimate flow-warped predictions on the target key
frame. Therefore, instead of generating single key frame
predictions, SSVOD exploits the inherent temporal feature
accumulation over a group of frames in the SOTA two-stage
video detectors to estimate sets of predictions based on mo-
tion flow.

As a next step, we estimate temporal consistency across
generated raw and flow-warped predictions to selectively
filter robust pseudo bounding box and pseudo class labels
on unlabeled key frames (Sec 3.5). For pseudo bounding
box, we estimate cross-IoU (intersection over union) across
each object pair in raw and flow-warped predictions to filter
objects maintaining high regional overlapping. For pseudo

6776



class labels, we further estimate the cross-divergence in
class predictions across object pairs with high regional over-
lapping to filter class labels with high consistency over dif-
ferent predictions. Soft-labels facilitate learning on inter-
class relationships with more label-noise for higher uncer-
tainty [23, 26], whereas wrong estimation of hard-labels
leads to confirmation bias [27]. To strike a balance between
these two, we combine hard-label training with soft-label
distillation based on measured class-label consistency.

3.4. Flow-warped Feature Set Generation

Inspired by FGFA [38] which has introduced flow-
guided feature aggregation in video object detection, we
propose flow-warped feature set generation to estimate tem-
poral prediction consistency. The flow-warped feature sets
contain all the reference image features and the flow-warped
key image features generated from motion warping of each
of the reference image features. The details are presented in
Figure 4. The tth raw feature set Xt

raw having the key and
reference image features of a particular video within range
[t− i, t+ i] is denoted by

Xt
raw = {f t−i

r , . . . , f t
k, . . . , f

t+i
r }, (3)

where f t−i
r , f t

k, f
t+i
r denote features generated from Rt−i,

Kt, and Rt+i image frames, respectively.
A flow network F(.) [7] is used to generate the flow-map

of each key-reference pair, and the feature warping function
W(.) [38] is carried out on each reference image features
using the estimated flow map to generate flow-warped key
feature fr→k. Thus, the estimated flow-warped feature set
Xflow−warped from given key-reference features is given by

f t+j
r→k = W(f t+j

r ,F(Kt, Rt+j)), (4)

Xt+j
flow−warped = {f t−i

r , . . . , f t+j
r→k, . . . , f

t+i
r }, (5)

∀j ∈ {−i, . . . , i}, j ̸= 0.

In general, only two reference frames are used with one
key frame in each feature set for training. Hence, the esti-
mation of these sets is computationally efficient.

3.5. Robust Pseudo-Label Selection

On the target key frame, we obtain raw Praw and
flow-warped predictions Pflow−warped after processing raw
Xraw and flow-warped feature sets Xflow−warped, respec-
tively. To estimate the temporal consistency across these
predictions for filtering robust pseudo bounding boxes, hard
and soft class labels, we introduce three stages of selection
following initial confidence thresholding.

Cross-IoU based Pseudo Bounding Box Selection. As
a first step, we estimate object pair matching between the
raw and each flow-warped key frame prediction based on
maximum overlap. For the kth object in the tth frame otk,

the matched object in the (t+ j)th flow-warped frame ot+j
k

is estimated as

ot+j
k = argmax

w∈{1,...,nt+j}
IoU(otk, o

t+j
w ), (6)

∀k ∈ {1, . . . , nt}, j ∈ {−i, . . . , i}, j ̸= 0,

where nt, nt+j denotes number of objects at the tth key
frame and the (t + j)th reference frames, respectively. In
the following, we estimate the mean cross-IoU (xIoU) for
each object of the tth raw prediction P t

raw which represents
the consistency in bounding boxes where

xIoU(k) = 1
2i

∑i
j=−i IoU(otk, o

t+j
k ) ∀k ∈ {1, . . . , nt}. (7)

Finally, we filter out the objects with high xIoU scores to
obtain the pseudo bounding boxes P t

bbox, which is given by

P t
bbox = I(xIoU > ζIoU )P

t
raw,bbox, (8)

where I(.) is the indicator function, and ζIoU denotes the
threshold IoU.

Cross-Divergence based Pseudo Hard Class Selec-
tion. In some cases, the bounding box estimation can be
accurate, even though the object class is wrong. To ad-
dress this issue, we estimate the mean cross KL-divergence
(xDiv) for each object otk in the raw prediction P t

raw with
its corresponding flow-warped object ot+j

k , such that

xDiv(k) = 1
2i

∑i
j=−i DKL(o

t
k, o

t+j
k ), ∀k ∈ {1, . . . , nt}. (9)

The bounding boxes with lower KL-divergence are filtered
for hard class labeling with threshold ηdiv , such that

P t
cls = I(xDiV < ηdiv)P

t
raw,cls. (10)

Confidence-Aware Pseudo Soft Class Selection. To
enhance the exploration of the generated pseudo-labels,
class predictions from remaining bounding boxes in
P t
raw,cls are accumulated after confidence thresholding with

threshold γc to generate the soft-class distribution P t
soft ,

i.e.,

P t
soft = I(c > γc; xDiV > ηdiv; xIoU < ζIoU )P

t
raw,cls. (11)

A soft-distillation is carried out between the class predic-
tion of student network P t

std,cls and the filtered soft-class
distribution from teacher P t

soft at time t, such that

Lt
soft = DKL(P

t
std,cls, P

t
soft). (12)

Finally, the objective loss to train the student is defined as

L = Lsup
cls + Lsup

bbox + Lunsup
cls + Lunsup

bbox + Lunsup
soft . (13)
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Table 1. Performance comparison on ImageNet-VID validation set under single labeled key frame per video setting with different
sampling rates and under multiple labeled key frames per video setting from 25% training videos. * denotes our improved implementation
for the VOD task. All the results are average of three independent runs. No ImageNet-DET pre-training is considered.

Method Single Labeled Key Frame (Percentage) Multiple Labeled Key Frames (Number)

25% 50% 75% 100% 5 10 15
(a) Supervised Image Baseline [20] 30.1 ± 0.25 37.6 ± 0.22 42.5 ± 0.18 47.8 ± 0.29 35.2 ± 0.26 39.9 ± 0.26 43.1 ± 0.18
(b) STAC [25] 37.2 ± 0.31 44.2 ± 0.18 46.6 ± 0.24 50.9 ± 0.19 39.5 ± 0.29 41.3 ± 0.19 -
(c) Soft-Teacher [31] 40.2 ± 0.26 46.7 ± 0.16 49.7 ± 0.18 54.7 ± 0.21 40.8 ± 0.32 42.2 ± 0.27 -
(d) Unbiased Teacher [17] 39.1 ± 0.16 44.6 ± 0.26 48.3 ± 0.21 53.4 ± 0.28 40.1 ± 0.23 41.8 ± 0.18 -
(e) Supervised Video Baseline [30] 39.6 ± 0.23 43.1 ± 0.17 48.9 ± 0.19 55.0 ± 0.28 44.3 ± 0.32 47.4 ± 0.24 50.8 ± 0.28
(f) Baseline [30] + STAC [25] 43.4 ± 0.26 47.9 ± 0.21 53.5 ± 0.18 57.4 ± 0.12 45.6 ± 0.21 48.3 ± 0.25 -
(g) Baseline [30] + Soft-Teacher [31] 45.2 ± 0.21 50.2 ± 0.22 55.8 ± 0.20 59.3 ± 0.19 46.4 ± 0.23 48.8 ± 0.19 -
(h) Baseline [30] + Unbiased Teacher [17] 44.7 ± 0.28 51.0 ± 0.25 55.1 ± 0.23 58.8 ± 0.17 46.2 ± 0.24 48.7 ± 0.18 -
(i) PseudoProp [12] + Soft-Teacher [31] 41.1 ± 0.26 47.6 ± 0.26 51.6 ± 0.21 56.5 ± 0.17 45.3 ± 0.27 48.0 ± 0.16 -
(j) Misra et al.* [19] 42.9 ± 0.23 48.5 ± 0.25 53.1 ± 0.19 57.7 ± 0.21 47.1 ± 0.22 49.2 ± 0.21 -
(k) Yan et al. [32]* 40.5 ± 0.23 44.2 ± 0.18 50.3 ± 0.21 52.5 ± 0.26 46.2 ± 0.23 47.0 ± 0.27 -
(l) Ours (SSVOD) 48.6 ± 0.23 53.4 ± 0.18 60.5 ± 0.24 63.8 ± 0.19 49.7 ± 0.24 50.4 ± 0.22 -

4. Experiments

4.1. Dataset and Evaluation Setup

Following prior work [8, 30, 38], we primarily use the
large-scale ImageNet-VID dataset [21] for experiments.
The training set contains 3, 862 videos collected at a frame
rate of 25 frames per second (fps) to 30 fps, and the valida-
tion set contains 555 videos. A total of 30 object categories
are included, which is a subset of ImageNet-DET dataset
containing 200 categories of static images [21]. Existing
supervised schemes used the ImageNet-DET dataset for
pre-training which is a large-scale static-image dataset with
similar objects. Since such pre-training on ImageNet-DET
disrupts the sparse annotation constraints on the ImageNet-
VID performance, we primarily focus on the ImageNet-
VID dataset with sparse annotations. However, some ex-
periments are done to analyze the effect of ImageNet-DET
inclusion. For training, we considered the same 15 uni-
formly sampled labeled key frames per video as in prior
work [4, 30, 38] with the following two settings.
Single Labeled Key Frame per Video. Only one out of
these 15 key frames is used as a labeled key frame per video
while the remaining 14 are used as unlabeled key frames
during training. We sample 25%, 50%, 75%, and 100%
videos with a single labeled key frame. The nearby sur-
rounding frames of these key frames are considered refer-
ence frames where annotations are not required.
Multiple Labeled Key Frames per Video. We sample
5, 10, and 15 labeled key frames from a total of 15 per
video to represent different degrees of annotation spar-
sity during training. Moreover, we sample 1, 000 videos
(≈ 25%) from the whole training dataset. Following stan-
dard practice [30, 38], nearby surrounding frames of la-
beled/unlabeled key frames are used as reference frames.
Additional Datasets. Since ImageNet-VID lacks diver-
sity of objects, we also study the performance on challeng-

ing Epic-KITCHENS [5] dataset that contains 290 classes
from 272 videos taken from 28 kitchen environments. For
additional comparisons on video object detection, we use
YouTube-VIS [33] dataset having 40 object categories with
2238, 302, and 343 training, validation, and test videos.

Following prior works [30,38], we follow the same con-
vention to report the results with the standard mAP evalua-
tion metric. The categorization of different size objects and
different motion objects follows the design in [38]. All ex-
periments are conducted with three different sets generated
with independent sampling.

4.2. Implementation Details

We use the implementation and hyper-parameters based
on MMTracking [3]. For each key frame, we use two refer-
ence frames in training and 30 reference frames in evalua-
tion following prior work [8, 30, 38]. For the video object
detector, we mostly focus on SELSA network [30] unless
otherwise specified. We use the COCO-pretrained Faster-
RCNN network [20] as the base object detection network
with FPN [16] and ResNet-50 [10] backbone. More details
can be found in supplementary materials.

4.3. Main Results

In this section, we present the key results obtained
with the proposed SSVOD framework. We also compare
SSVOD with the image and video baselines. We report the
mAP with IoU set to 50%, denoted as mAP@IoU=0.5, on
the ImageNet-VID validation set. We note that each method
is associated with a letter for clarity in reporting the results
(e.g., SSVOD (l), see Table 1).

Single Labeled Key Frame per Video Performance.
In this setup, supervised video baseline provides an average
of +7 mAP performance improvement over image base-
line, as shown in Table 1. SSVOD (l) significantly out-
performs the supervised baselines by achieving +46.4%
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Table 2. Ablation with various video object detector. Our SSVOD
scheme provides consistent improvements over supervised base-
line across various detectors.

detector method mAP mAP@0.5 mAP@0.75

FGFA [38] Supervised 23.4 51.3 28.8
Ours 31.9 (+8.5) 58.7 (+7.4) 36.4 (+7.6)

SELSA [30] Supervised 32.1 55.0 34.7
Ours 39.2 (+9.2) 63.8 (+8.8) 43.1 (+8.4)

TROI [8] Supervised 33.9 56.2 37.1
Ours 42.6 (+8.7) 64.8 (+8.6) 44.8 (+7.7)

Table 3. Ablation study on the effect of different loss components
on pseudo-labels.

Hard
class

Bounding
box

Soft
class mAP mAP@0.5 mAP@0.75

32.1 55.0 34.7
✓ 35.6 58.8 37.9
✓ ✓ 37.9 61.1 41.7
✓ ✓ ✓ 39.2 63.8 43.1

and +22.8% higher mAP than supervised image (a), and
video (e) baselines, respectively. We study the effect of
SOTA semi-supervised image techniques [17, 25, 31] for
pseudo-label filtering on image and video baselines. We
notice considerable improvements over the supervised base-
line with these techniques, e.g., Soft-Teacher [31] improves
the image baseline by average +7.7 mAP (c), and video
baseline by +5.8 mAP (g). However, since these image
techniques cannot exploit temporal dynamics of a group of
frames in videos, they provide sub-optimal improvement
over video baseline. By overcoming such limitations with
motion-guided pseudo-label filtering, SSVOD achieves av-
erage +4 mAP higher than the best performing naive in-
tegration of video baseline and Soft-Teacher (g). Though
PseudoProp [12] leverages motion propagation in pseudo-
label estimation, its non end-to-end image-based feature
processing primarily focuses on the post-processing of gen-
erated outputs rather than exploration of temporal feature
space of groups of frames. Hence, it provides sub-optimal
performance even when integrated with SOTA image tech-
niques (i). The iterative supervised training and object
tracking approach introduced in (i) for generating pseudo-
labels are time-consuming (requiring 30 iterations) and fail
to produce reliable pseudo-labels on distant frames due to
its reliance on tracking performance. The method in (k)
generates pseudo-labels by relying on annotated frames at
regular intervals, leading to incorrect pseudo-label estima-
tion on distant frames under high sparsity of annotations.

Multiple Labeled Key Frames per Video Perfor-
mance. In this setting, we observe consistent performance
improvement with the increase in labeled key frames per
video for all baselines, as shown in Table 1. For the su-
pervised video baseline (e), we notice +4.7, +7.8, +11.2
increase in mAP with the increase of labeled key frames

Table 4. Ablation study on the effect of different number of unla-
beled key frames.

# of unlabeled
key frames mAP mAP@0.50 mAP@0.75

1 34.7 54.5 38.8
5 37.1 59.4 41.6

10 38.6 62.1 42.7
14 39.2 63.8 43.1

Table 5. The effect of ImageNet-DET dataset integrated as the
unlabeled set using single key frame from ImageNet-VID dataset
in the labeled set.

Unlabeled Dataset mAP
ImageNet-VID (14 Key) 39.2

ImageNet-VID (14 Key) + ImageNet-DET 41.1 (+1.9)

Table 6. Additional study with SOTA VOD and flow estimators on
SSVOD framework in the single-frame (100% videos) setting.

VOD Flow Estimator ImageNet-VID
SELSA [30] FlowNet [7] 63.8 ± 0.19
SELSA [30] FlowFormer [13] 68.4 ± 0.18

TransVOD [36] FlowNet [7] 67.2 ± 0.23
TransVOD [36] FlowFormer [13] 70.5 ± 0.26

Table 7. Additional comparisons on Epic-KITCHENS and
YouTube-VIS Datasets on single-frame (100% videos) and multi-
frame (5 frames per video on 25% videos) settings.

Method/Dataset EPIC-KITCHENS [5] YouTube-VIS [33]

Single Multi Single Multi
Supervised [30] 30.4 ± 0.18 25.8 ± 0.26 45.3 ± 0.29 38.8 ± 0.15
PseudoProp [12] 32.4 ± 0.29 29.2 ± 0.24 47.6 ± 0.17 41.8 ± 0.23
Misra et al. [19]* 31.6 ± 0.23 28.1 ± 0.22 48.9 ± 0.19 42.2 ± 0.17
Yan et al. [32]* 29.2 ± 0.20 26.7 ± 0.24 43.7 ± 0.25 41.4 ± 0.23
SSVOD (ours) 36.7± 0.22 30.9± 0.23 53.6± 0.21 45.1± 0.21

from 1 to 5, 10, and 15, respectively. This shows that su-
pervised performance greatly depends upon the availabil-
ity of labeled key frames per video. In general, the su-
pervised video baselines (e) maintain superior performance
over image baselines (a) and inclusion of semi-supervised
image techniques considerably improve the supervised per-
formance as before. However, our SSVOD (l) outperforms
all the baselines by a considerable margin and largely closes
the gap between sparse training and full-supervised train-
ing, achieved with all 15 labeled key frames per video.

4.4. Ablation Studies

In this section, we validate the effect of each design
choice and parameter setting. All the ablation studies are
conducted on the full training set with a single labeled key
frame per video, unless specified otherwise.

Effect of Different Video Object Detectors. Though
we used SELSA [30] as a proof-of-concept for most exper-
iments, we ablate the effect of different video object detec-
tors on the SSVOD framework as shown in Table 2. Among
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supervised schemes, SELSA detector [30] provides supe-
rior performance to FGFA [38], while TROI [8] exhibits the
best performance. The SSVOD performance improvements
are consistent with its supervised counterpart across differ-
ent detectors. TROI detector achieves the best performance
with 56.2 mAP in supervised setting and its performance
reaches 64.8 mAP for SSVOD (+8.6 points higher).

Effect of Different Loss Components on Pseudo-
Labels. We study the effect of different loss components
on pseudo-labels (see Table 3). Integrating hard-label cross-
entropy loss improves performance by +3 points. Further
applying pseudo bounding box regression loss, we get +2.3
mAP improvements. Finally, by incorporating soft-label
distillation, we achieve the best performance of 63.8 mAP
that shows the effectiveness of the three loss components.

Number of Unlabeled Key Frames. We evaluate the
performance for different numbers of unlabeled key frames.
The performance consistently improves with the increas-
ing number of unlabeled key frames, as shown in Table 4.
When a higher number of key frames is used, SSVOD
framework can explore different temporal regions of the
video thereby producing better performance. We argue that
SSVOD makes the annotations of multiple key frames per
video redundant. With one labeled and 14 unlabeled key
frames, the SSVOD achieves 63.8 mAP while the super-
vised baseline with 15 labeled key frames is at 64.7 mAP.

Correctness of Generated Pseudo-Labels. We study
pseudo-label mAP on single labeled key frame per video
setting with 25% training videos: (See Table 1 for nam-
ing) Method (f) is 57.1, (g) is 59.8, (h) is 58.5, (i) is 55.2,
and ours (l) is 64.9. The higher mAP achieved by SSVOD
demonstrates better quality of pseudo-label generation.

Effect of ImageNet-DET as Unlabeled Set. As de-
scribed earlier, ImageNet-VID contains 30 objects which
are a subset of ImageNet-DET with 200 object classes.
Existing supervised schemes pre-train the video detector
on the ImageNet-DET dataset that provides large perfor-
mance gains [8, 30, 38]. Since ImageNet-DET is a static
image dataset, video pre-training is conducted by consid-
ering the same image as both key and reference frames.
However, such pre-training violates the constraints intro-
duced by sparse annotations. Instead of such pre-training,
we study the effects of ImageNet-DET integration as an un-
labeled set. The results are given in Table 5. Despite having
several unseen classes, we notice considerable performance
improvement with the integration of ImageNet-DET.

Effect of SOTA VOD and flow estimators in SSVOD.
We use FlowNet [7], and baseline VODs [30] as proof-
of-concept. We ablate SOTA FlowFormer [13] and
TransVOD [36] in SSVOD (Table 6). Integration of supe-
rior baseline models in SSVOD significantly improves per-
formance, which is consistent with our prior observations.

Performance on additional datasets. We present

Figure 5. Qualitative visualization of supervised and SSVOD per-
formance: SSVOD demonstrates better temporal consistency in
predictions compared to its supervised counterpart over both chal-
lenging single and multi-object scenarios.

results on two additional benchmark datasets (EPIC-
KITCHENS [5] and Youtube-VIS [33]) for VOD tasks (See
Table 7). SSVOD consistently achieves superior perfor-
mance on these benchmark datasets over existing methods.

Qualitative Visualization of Performance: We study
the qualitative performance of SSVOD and its correspond-
ing supervised video baseline on challenging single and
multi-object videos, as shown in Fig. 5 (see appendix for
more visualizations). SSVOD demonstrates visibly better
temporal consistency than its supervised counterparts.

5. Conclusion
In this paper, we introduce a novel semi-supervised

learning framework (SSVOD) to overcome the limitations
of existing supervised video object detection approaches for
sparse annotations. Instead of the naive integration of exist-
ing semi-supervised image techniques on SOTA video de-
tectors, SSVOD exploits temporal feature space of groups
of frames to search robust pseudo-labels based on motion
consistency. Moreover, SSVOD is found to be detector in-
variant which can scale-up performance with improved su-
pervised baselines. Our proposed three-stage pseudo-label
selection for bounding-box regression, hard-label classifi-
cation, and soft-label distillation largely contributes to the
final performance gain. Through effective utilization of un-
labeled frames in videos, SSVOD achieves around 98% of
densely supervised performance by using over 95% sparser
annotations significantly outperforming other baselines.
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