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Abstract

Since distribution shifts are likely to occur during test-
time and can drastically decrease the model’s performance,
online test-time adaptation (TTA) continues to update the
model after deployment, leveraging the current test data.
Clearly, a method proposed for online TTA has to perform
well for all kinds of environmental conditions. By intro-
ducing the variable factors domain non-stationarity and
temporal correlation, we first unfold all practically relevant
settings and define the entity as universal TTA. We want to
highlight that this is the first work that covers such a broad
spectrum, which is indispensable for the use in practice. To
tackle the problem of universal TTA, we identify and high-
light several challenges a self-training based method has
to deal with: 1) model bias and the occurrence of trivial
solutions when performing entropy minimization on varying
sequence lengths with and without multiple domain shifts,
2) loss of generalization which exacerbates the adaptation to
multiple domain shifts and the occurrence of catastrophic for-
getting, and 3) performance degradation due to shifts in class
prior. To prevent the model from becoming biased, we lever-
age a dataset and model-agnostic certainty and diversity
weighting. In order to maintain generalization and prevent
catastrophic forgetting, we propose to continually weight-
average the source and adapted model. To compensate for
disparities in the class prior during test-time, we propose an
adaptive prior correction scheme that reweights the model’s
predictions. We evaluate our approach, named ROID, on
a wide range of settings, datasets, and models, setting new
standards in the field of universal TTA. Code is available
at: https://github.com/mariodoebler/test—
time—adaptation

1. Introduction

Deep neural networks achieve remarkable performance,
as long as training and test data originate from the same dis-
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tribution. However, in the real world, environmental changes
can occur during test-time and will likely degrade the per-
formance of the deployed model. Domain generalization
aims to address potential domain shifts by improving the
robustness and generalization of the model directly during
training [12, 14,31,46,48]. Due to the wide range of data
shifts [36] which are typically unknown during training [29],
the effectiveness of these approaches remains limited. Since
the test data provide insights into the current distribution
shift, online test-time adaptation (TTA) emerged. In TTA,
the model is adapted directly during test-time using an unsu-
pervised loss function like the entropy and the available test
sample(s) at time step t.

Although TENT [51] has demonstrated success in adapt-
ing to single domain shifts, recent research on TTA has
identified more challenging scenarios where methods solely
based on self-training, such as TENT, often fail [2, | |, 34,

,60]. However, these studies again have predominantly
focused on specific settings, overlooking the broad spectrum
of possible scenarios. Therefore, we initiate our approach
by identifying two key factors that encompass all practically
relevant scenarios: domain non-stationarity and temporal
correlation. We denote the complete set of scenarios, includ-
ing the capability to adapt to arbitrary domains, as universal
TTA, illustrated in Figure 1 a).

In the following, we highlight the challenges imposed
by these environmental factors and derive design choices
for our framework ROID. Starting with the simplest sce-
nario of adapting to a single domain with i.i.d. data, we
empirically show that even when encountering a uniform
class distribution a self-training based approach is likely to
develop a bias towards certain classes. This poses the risk
that when adapting to long sequences, a model collapse is
likely, where finally only a small subset or a single class
is predicted. Therefore, maintaining diverse predictions is
essential. To address this, we introduce a dataset and model-
agnostic certainty and diversity loss weighting.

Considering the degree of domain non-stationarity, com-
mon scenarios range from gradual or continual domain
shifts [25, 53] to consecutive test samples originating from

2555



a) Universal TTA

domain non-stationarity

b) Our framework

Self-training

oncbatch  ® onesample »om classes 8a domains

Prior correction

0,41 =ab+ (1 — )b

Universal TTA arbitrary test stream trainable parameters:
. - . - BN, GN, LN
single domain mixed domains >e >>O
oce >
shuffled classes shuffled classes
LTi—1 Lt N PO

BRI - W model [ ¥t et =
g Hem>om>O»> Hem> I >O»> S T
< i .
s - - Z, = Aug(z:)
= time time _
S P;: smoothed
—g estimate of true
2 i ai ; ins ivere: cortai label prior p(y)
£ single domain mixed domains diversity certainty C L :
2 ighting ighting | ° (Lstr + Lsc) at time step ¢

sorted classes sorted classes weighting weighting

- " Eq. () Eq(@® —_—
o> See P I SR AR U
Eq. (4) Eq. (7)
EEE>>H>000 EEC»>rrOCO
time time To maintain generalization:

Figure 1. Illustration of universal TTA for a single or a batch of test samples and our framework ROID.

different domains. To deal with non-stationarity, maintaining
diversity is even more crucial. We empirically show that the
presence of multiple domain shifts can explicitly trigger a
collapse to a trivial solution. In contrast to the single domain
scenario, continual TTA [53] considers the adaptation to a
sequence of multiple domains. In this context, in order to
ensure effective adaptation to future shifts, a model must
uphold its generalization. We hypothesize that adapting a
model through self-training on a narrow distribution dete-
riorates generalization. This is validated by our empirical
observations, indicating that a stronger adaptation results
in a higher generalization error and promotes catastrophic
forgetting. In response, we propose to continually weight-
average the current model with the initial source model and
denote this as weight ensembling. Dealing with mixed do-
mains presents additional difficulties, such as adapting to
multiple target domains simultaneously and the ineffective-
ness of covariate shift mitigation through recalculating the
batch normalization (BN) statistics during test-time [42].

In case of temporally correlated data or single sample
TTA, the estimation of reliable BN statistics is not possible.
While introducing a buffer can mitigate this problem [60],
it can raise privacy and memory issues. Alternatively, one
can leverage normalization layers like group normalization
(GN) or layer normalization (LN), which do not require a
batch of data to estimate the statistic and are thus better
suited [34,44]. Since applying diversity weighting promotes
the model output to be unbiased, i.e., approximately uniform,
even a model that is well adapted to the current domain shift
will underperform in a temporally correlated setting. This is
due to the existing shift in the class prior. Therefore, instead
of allowing the model to become biased, we propose prior
correction which introduces an adaptive additive smoothing
scheme to reweight the model’s predictions.

We summarize our contributions as follows: 1) Our pro-
posed method significantly outperforms existing approaches
in the challenging setting of universal TTA. This indicates
the potential of our method to be used in practical scenarios.

2) Through our analysis, we provide valuable insights into
the challenges that arise when models are subjected to self-
training during test-time. 3) Depending on the application,
single-sample TTA might be of interest. We highlight that
architectures that do not rely on batch normalization layers
allow to recover the batch TTA setting from a single sample
scenario by doing gradient accumulation. This also dramati-
cally reduces memory consumption. 4) We show that current
methods, even if proposed for challenging settings, often fail
to fully address the whole picture of universal TTA—a result
of our extensive and broad experiments in terms of settings,
domain shifts, and models.

2. Related Work

Unsupervised domain adaptation Since domain gen-
eralization has its limitations due to the high amount of
possible domain shifts that are unknown during training, in
the field of unsupervised domain adaptation (UDA) [55],
labeled source and unlabeled target data are used to adapt to
the target domain. One line of work minimizes the discrep-
ancy between the source and target feature distribution by
either using adversarial learning [9, 49], discrepancy based
loss functions [3, 43, 59], or contrastive learning [17, 24].
Instead of aligning the feature space, it is also possible to
align the input space [15,26,41,57], e.g., via style-transfer.
Recently, self-training based approaches have shown to be
powerful. Self-training uses the networks’ predictions on the
target domain as pseudo-labels to minimize, e.g., a (cross-
Jentropy loss [21,28,50,64]. Often filtering pseudo-labels is
applied to remove unreliable samples. Mean teachers [45]
can be further leveraged to increase the reliability of the
network’s predictions [8,47].

Test-time adaptation While UDA typically performs of-
fline model adaptation, online test-time adaptation adapts the
model to an unknown domain shift directly during inference
using the currently available test samples. [42] showed that
estimating new batch normalization (BN) statistics during
test-time can significantly improve the performance on shifts
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caused by corruptions. While only updating the BN statistics
is computationally efficient, it has its limitations, especially
when it comes to natural domain shifts. Therefore, recent
TTA methods further update the model weights by relying on
self-training. TENT [51] demonstrated that minimizing the
entropy with respect to the batch normalization parameters
can be successful for single-target adaptation. EATA [33]
extends this idea by weighting the samples according to their
reliability and diversity. Further, they use elastic weight
consolidation [18] to prevent catastrophic forgetting [27] on
the initial training domain. However, this requires access to
data from the initial training domain, which is not always
available in practice. To circumvent a model collapse to
trivial solutions caused by confidence maximization, [20,32]
make use of diversity regularizers. Contrastive learning has
also found its application in TTA [4, 5].

While some TTA methods only consider the adaptation
to a single domain, in the real world, it is common to en-
counter multiple domain shifts. Therefore, [53] introduced
the setting of continual test-time adaptation, where a model
has to adapt to a sequence of different domains. While
self-training based methods such as [51] can be applied to
the continual setting, they can be prone to error accumula-
tion [53]. To prevent error accumulation, [53] proposes to
use weight and augmentation-averaged predictions in com-
bination with a stochastic restore to mitigate catastrophic
forgetting. RMT [5] proposes a robust mean teacher to deal
with multiple domain shifts and GTTA [25] uses mixup
and style-transfer to artificially create intermediate domains.
LAME [2], NOTE [1 1], SAR [34], and RoTTA [60] propose
methods that focus on dealing with temporally correlated
data. While LAME only adapts the model’s output with
Laplacian adjusted maximum-likelihood estimation, NOTE
and RoTTA introduce a buffer to simulate an i.i.d. stream.
SAR proposes a sharpness-aware and reliable entropy mini-
mization method to be robust to large and noisy gradients.

Further areas of test-time adaptation focus on settings
where the collection of a batch of data may not be feasible
due to timeliness. Methods for single-sample TTA [1, 10,30,

] often rely on artificially creating a batch of data through
test-time augmentation [ 19], which drastically increases the
computational overhead. Due to only using a single sample
for adapting the model, updates can be noisy and therefore
the adaptation capability may be limited. Further, the area
of test-time training modifies the initial pre-training phase
by introducing an additional self-supervision loss that is
also exploited to adapt the model during test-time [1,22,44].
Thus, test-time training is unable to use any off-the-shelf
pre-trained model.

3. Self-training for Test-time Adaptation

Let 6 denote the weights of a deep neural network pre-
trained on labeled source data (X, )). While the network

will typically perform well on data originating from the same
domain, this is usually not the case when the model encoun-
ters data from different domains. This lack of generalization
to out of distribution data is a problem in practice since the
environmental conditions are likely to change from time to
time. To keep the networks’ performance high during in-
ference, online test-time adaptation continues to update the
model after deployment using an unsupervised loss function
like the entropy and the currently available test data x; at
time step ¢.

Test-time adaption through self-training carries the
risk of generalization loss Adapting a model to a target
domain effectively means moving the model from its ini-
tial source parameterization to a parameterization that better
models the current target distribution. This carries the risk
that predictions on the source distribution become inaccu-
rate, but also carries the risk of losing generalization when
the target distribution is narrow. The former is known as
catastrophic forgetting. We now want to highlight the latter,
since generalization is a so far underestimated topic in TTA
and is important for coping with non-stationary domains.

To study the impact of performing entropy minimization
on generalization, we consider a typical TTA framework
(TENT) where only parameters of the BN layers are trained
while the rest remains frozen. We utilize an ImageNet pre-
trained ResNet-50 and adapt the model using 40,000 samples
of one of the corruptions from ImageNet-C [13]. To investi-
gate the adaptation and generalization, we then evaluate the
adapted model for each corruption on the remaining 10,000
samples. In Figure 2, we illustrate the difference of error
for a moderate and a stronger adaptation, corresponding to a
learning rate of 10~# and 1073, respectively. As one would
expect, a stronger adaptation leads to an improvement for
samples originating from the same or a similar domain. How-
ever, this comes with the drawback that the performance on
other domains deteriorates, indicating a loss of generaliza-
tion. As aresult, adapting to future domains is hindered. The
same effect can be observed for the source domain, depicted
in the last column, showing signs of catastrophic forgetting.
As illustrated in Figure 5 located in Appendix A.1, the effect
also occurs for supervised fine-tuning. Using weight ensem-
bling, as described in Section 4.2 and depicted in Figure 2,
retains generalization, while still enabling a good adaptation.

A similar effect was found by [37], who reported that
when fine-tuning their zero-shot model CLIP on ImageNet,
the model generalization decreases while the performance
on the adaptation domain drastically increases. We argue
that such a phenomenon is likely to occur to any model that
is fine-tuned on a less diverse dataset compared to the initial
training dataset. (In case of CLIP, the initial training dataset
consists of 400 million images which is approximately 312
times bigger than ImageNet).
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Stability Undoubtedly, the most critical aspect for a suc-
cessful universal TTA is stability. Although TENT [51] has
demonstrated a successful adaptation to a single domain
shift at a time, we empirically show in Appendix A.2 that its
performance on ImageNet-C degrades to a trivial solution
as the length of the test sequence increases. In addition,
by considering CIFAR100-C, we also demonstrate that the
occurrence of trivial solutions can be triggered when the
domain shifts from time to time—a setting which is likely
to be encountered in real world applications and denoted as
continual TTA by [53]. We further find that an increased
domain non-stationarity has an even more severe effect, as
the model develops a bias much faster. In Figure 3, we an-
alyze the performance of current state-of-the-art methods
in the online continual TTA setting for ImageNet-C, using
different numbers of samples per corruption. While all meth-
ods successfully reduce the error rate for 5,000 samples per

corruption, only very few methods do not collapse to trivial
solutions or again degrade in performance due to the devel-
opment of a bias when 50,000 samples are considered. We
visualize and discuss the latter two aspects in Appendix A.2.
These examples clearly demonstrate the necessity of remain-
ing diverse predictions throughout the adaptation.

4. Methodology

In this work, we seek to create a method that performs
a good, stable, and efficient adaptation across a wide range
of different settings and domain shifts while being mostly
model agnostic. Before we address the previous findings in
more detail, we first establish the basic framework.

To ensure efficiency during test-time, we only update the
network’s normalization parameters (BN, GN, and LN) and
freeze all others. To improve the stability and adaptation, we
exchange the commonly used entropy loss by a certainty and
diversity weighted version of the soft likelihood ratio (SLR)
loss. The SLR loss [32] has the advantage that its gradients
are less dominated by low confidence predictions, which are
typically more likely to be incorrect [32]. The weighted soft
likelihood ratio loss is then given by

ytzc

, 1
Zj;écytzg) ( )

‘CSLR ym - Z Wy ytzc IOg(

where y,; are the softmax probabilities of the network for
the -th test sample at time step ¢ and wy; is its correspond-
ing weight. Since the SLR loss encourages to scale the
networks’ logits larger and larger [32], we propose to clip
the softmax probabilities for very high confidence values,

2558



ie., §; €10,0.99]¢, where C is the number of classes. This
results in a zero-gradient for probabilities above the clipping
value, preventing logit explosion.

To further strengthen the adaptation, we encourage con-
sistency against smaller perturbations. This is achieved
by promoting similar outputs between test images which
have been identified as certain and diverse (}) and an aug-
mented view of them. We use color jitter, affine transfor-
mations, and horizontal flipping to generate the augmented
view &} = Aug(x}) with predictions ¢;. Subsequently, a
weighted consistency loss based on the symmetric cross-
entropy (SCE) is calculated

C C
. wi X _ _ X
ESCE(yI/Sh y:tz) = Qtz ( Z y;zc IOg yézc—i_z yllﬁic lOg ylltic) .

c=1 c=1
2
We leverage the SCE loss due to its tolerance towards label
noise [54], which is especially important in the setting of
self-training where pseudo-labels can be inaccurate.

4.1. Certainty and diversity weighting

Our analysis in Section 3 and Appendix A.2 suggests
that it is essential to prevent the model from becoming bi-
ased or, worse, collapse to a trivial solution during test-time.
Therefore, we introduce a diversity criterion, similar to [33],
which ensures that diverse samples are favored in compar-
ison to samples that are similar to the central tendency of
recent model predictions. Unlike [33], we propose a di-
versity weighting that does not require dataset-specific hy-
perparameters. We begin by tracking the recent tendency
of a model’s prediction with an exponential moving aver-
age Yyi1 = By + % Zivb i, setting 8 = 0.9. To
determine a diversity weight for each test sample x;;, the
cosine similarity between the current model output ¢, and
the tendency of the recent outputs y; is computed as follows
__9u¥

Gl 1Gell
This strategy has the advantage that if the model output
is uniform, uncertain predictions receive a smaller weight,
which prevents the incorporation of errors into the model.
However, if the model output is biased towards some classes,
uncertain predictions will have a large weight, thus pro-
moting error accumulation. Therefore, we additionally
utilize certainty weighting based on the negative entropy
Weert,ti = —H (Pri) = Y. Ytic 10g Jtic. To remove model
and data dependencies, such as the model’s calibration or
the number of classes, we normalize the certainty and diver-
sity weights to be in unit range. To pull apart non-reliable
and non-diverse samples from reliable and diverse ones, we
take the exponential of the product of diversity and certainty
weights, scaled by a temperature 7:

Wiy, t Weert,t )
— )

3)

Waiv,ti = 1

wy = exp ( 4)

To re-emphasize diversity, all weights of samples whose
diversity is less than the mean diversity are set to zero, i.e.,
wy; = 01f waiy 1 < mean(wWaiy,¢).-

4.2. Weight ensembling

Since our analysis in Section 3 revealed that self-training
is likely to cause a loss of generalization and catastrophic
forgetting, we propose weight ensembling. It averages the
weights of the source model which potentially has good
generalization capabilities and the adapted model, which
typically better models the current distribution. Previous
literature supports that weight-averaging two models works,
if they remain in the same basin of the loss landscape [7].
This is usually true for models which are fine-tuned from
the same pre-trained checkpoint [7, 16,56]. Specifically, we
continually ensemble the weights of the initial source model
6y and the weights of the current model 6, at time step ¢
using an exponential moving average of the form

0t+1 = a@t + (1 — Oé>007 (5)

where « is a momentum term, balancing adaptation and
generalization. Since we only update normalization param-
eters, the memory overhead for storing source weights is
neglectable. The advantages of equipping TENT with our
weight ensembling approach, using a momentum term five
times larger as the learning rate, are illustrated in Figure 2.
Clearly, the strategy prevents drastic decreases in perfor-
mance on unseen domains while still allowing good adapta-
tion. By inspecting the last column, it also becomes apparent
that catastrophic forgetting is largely mitigated.

4.3. Prior correction during test-time

Consider the scenario where no domain shift exists and
only the class distributions between the training and test
data differ. In this case, a non-adapted model will under-
perfom because the learned posterior ¢(y|z) will deviate
from the actual posterior p(y|x) due to the shift in priors,
i.e., ¢(y) # p(y). However, as shown by [38], optimal per-
formance can be recovered by correcting the deviation in
posterior according to p(y|x) = q(y|x) %. In the context
of online TTA with temporally correlated and thus highly
imbalanced data, such performance degradation can easily
occur. For example, when the actual class prior is highly dy-
namic. Since our diversity weighting aims to stabilize model
adaptation by preventing the network from learning any bi-
ases, there will be a discrepancy between the class priors.
Therefore, we propose a prior correction that reweights the
final predictions by % without influencing the adaptation.

As aresult of diversity weighting, we assume a uniform
distribution for the learned prior ¢(y). To determine the
actual class prior p(y), we suggest to use the sample mean

over the current softmax predictions §;; as a proxy p; =
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N%) vab Yy;. Since only Ny, test samples are considered for
the estimation of the actual class prior, the resulting estimate
will be inaccurate. Therefore, an adaptive additive smoothing
scheme is proposed

Pty
Pt = 7+

B 1+7Nc7 ©

where N, denotes the number of classes and ~ is an adap-
tive smoothing factor that is determined by the ratio v =
max(1/Ny,1/N.)/ max. p:.. The idea behind this ratio is
that if the class distribution within a batch tends to be uni-
form, v > 1, a strong smoothing is applied ensuring that no
class is favored. If the class distribution is strongly biased to-
wards one class, ¥ — max(1/Ny, 1/N,), minor smoothing
is applied. In settings with highly imbalanced data, weight-
ing the network’s outputs with a smoothed estimate of the
class prior can significantly improve the predictions. Un-
certain data points can be corrected by taking class prior
information into account, while not degrading performance
when a uniform class distribution is present.

5. Experiments

Datasets We evaluate our approach for a wide range of
different domain shifts, including corruptions and natural
shifts. Following [51], we consider the corruption bench-
mark [13] consisting of CIFAR10-C, CIFAR100-C, and
ImageNet-C. These datasets include 15 types of corruptions
with 5 severity levels applied to the validation and test images
of ImageNet (IN) and CIFAR, respectively [19]. For the nat-
ural domain shifts, we consider ImageNet-R [12], ImageNet-
Sketch [52], as well as a variation of ImageNet-D [39], which
we denote as ImageNet-D109. While ImageNet-R contains
30,000 examples depicting different renditions of 200 IN
classes, ImageNet-Sketch contains 50 sketches for each of
the 1,000 IN classes. ImageNet-D is based on Domain-
Net [35], which contains 6 domain shifts (clipart, infograph,
painting, quickdraw, real, sketch), and considers samples
that are one of the 164 classes that overlap with ImageNet.
For ImageNet-D109, we use all classes that have a one-to-
one mapping from DomainNet to ImageNet, resulting in 109
classes. We omit the domain quickdraw in our experiments
since many examples cannot be attributed to a class [40].

Considered settings All experiments are performed in
the online TTA setting, where the predictions are evaluated
immediately. To assess the performance of each method for
universal TTA, we consider four different settings. The first
is the continual benchmark [53], where the model is adapted
to a sequence of K different domains D without knowing
when a domain shift occurs, i.e. [D1, Ds, ..., Dk]. For the
corruption datasets, the domain sequence comprises 15 cor-
ruptions, each encountered at the highest severity level 5. For
ImageNet-R and ImageNet-Sketch there exists only a single

domain and for ImageNet-D109 the domains are encoun-
tered in alphabetical order. The second setting is denoted
as mixed domains. Since in this case the test data of all
domains are randomly shuffled before the adaptation, con-
secutive test samples are likely to originate from different
domains. Third, we examine a correlated setting which
is similar to the continual one, since the domains are also
encountered sequentially. However, in the correlated set-
ting, the data of each domain is sorted by the class label
rather than randomly shuffled, resulting in class imbalanced
batches. Finally, we also consider the situation where the
domains are mixed and the sequence is temporally correlated.
Single domain settings are not explicitly considered since
any method that succeeds in the continual setting, will also
succeed in the single domain setting.

Implementation details Following previous work [53],
a pre-trained WideResNet-28 (WRN-28) [61] and ResNeXt-
29 [58] is used for CIFAR10-to-CIFAR10-C and CIFAR100-
to-CIFAR100-C, respectively. For the ImageNet datasets a
source pre-trained ResNet-50, a VisionTransformer [6] in its
base version with an input patch size of 16 x 16 (Vit-b-16),
and a SwinTransformer [23] in its base version (Swin-b) are
used. Note that for our method, we additionally ablate 28
pre-trained networks available in PyTorch in Appendix B.1.
We follow the implementation of [51], using the same hyper-
parameters. Further, we fix the momentum term « used for
weight ensembling to 0.99 and set the temperature 7 to %

Baselines We compare our approach to other source-
free TTA methods that also use an arbitrary off-the-shelf
pre-trained model. In particular, we compare to TENT
non-episodic [51], EATA [33], SAR [34], CoTTA [53],
ROTTA [60], AdaContrast [4], RMT [5], and LAME [2].
In addition, we consider the non-adapted model (source) and
the normalization-based method BN—1, which recalculates
the batch normalization statistics using the current test batch.
As metric, we use the error rate.

5.1. Results

Results for continual TTA Table 1 shows the results for
online continual TTA, with results worse than the source
performance highlighted in red. We find that LAME signif-
icantly decreases the performance on all continual bench-
marks, due to its tendency of predicting only a reduced
number of classes in each batch. This can also be seen in
Figure 7 in the appendix. While SAR is able to adapt to cor-
rupted data for all architectures, its adaptation capabilities for
natural domain shifts are limited when using transformers.
Further, although SAR proposed a model restore approach to
avoid performance degradation, the approach lacks general-
ization. The effectiveness of TENT also heavily depends on
the domain shift and architecture, as Vit-b-16 provides clear
benefits for IN-C and IN-R, but fails for IN-D109, for exam-
ple. However, by equipping TENT with a diversity criterion,
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Table 1. Average online classification error rate (%) over 5 runs in the continual TTA setting.

Dataset Architecture | Source BN-1 TENT EATA SAR CoTTA RoTTA AdaCont. RMT LAME | ROID (ours)
CIFAR10-C | WRN-28 43.5 204 20.0 17.9 204 16.5 19.3 18.5 17.0 64.3 16.2+0.05
CIFAR100-C | ResNext-29 | 46.4 354 622 322 320 328 34.8 335 302 985 29.34+0.04
ResNet-50 820 68.6 626 580 619 631 67.3 65.5 59.9 935 54.5+0.1
IN-C Swin-b 640 640 640 528 637 593 62.7 58.1 526 848 | 47.0+0.26
ViT-b-16 602 602 545 498 517 77.0 583 57.0 729 799 | 45.0+0.09
ResNet-50 63.8 605 57.6 542 575 574 60.7 58.9 56.1 99.3 51.240.11
IN-R Swin-b 54.2 - 53.8 499 530 529 53.0 52.3 474 927 | 45.840.12
ViT-b-16 56.0 - 533 490 486 69.6 54.4 54.2 68.8 952 | 44.2+0.13
ResNet-50 759 736 695 645 684 695 70.8 73.0 684 99.8 | 64.3+0.16
IN-Sketch Swin-b 68.4 - 68.7 605 726 710 67.1 64.4 69.0 94.6 | 58.8+0.15
ViT-b-16 70.6 - 70.5 59.7 70.6 955 69.0 68.3 86.8 99.5 58.6+0.07
ResNet-50 58.8 551 529 516 522 508 52.3 50.4 494  85.0 | 48.04+0.06
IN-D109 Swin-b 514 - 66.1 475 542 499 48.7 473 47.6 863 45.1+0.10
ViT-b-16 53.6 - 840 474 574 734 51.2 49.7 74.2 88.0 45.0+0.04
Table 2. Average online classification error rate (%) over 5 runs in the mixed domains TTA setting.
Dataset Architecture | Source BN-1 TENT EATA SAR CoTTA RoTTA AdaCont. RMT LAME | ROID (ours)
CIFAR10-C | WRN-28 435 338 441 286 338 325 334 26.2 31.0 752 | 28.040.12
CIFAR100-C | ResNext-29 | 46.4 458 825 369 455 43.1 454 41.8 38.6 984 | 35.0+0.04
ResNet-50 82.0 825 864 723 794 760 78.1 90.8 754 95.1 69.54+0.13
IN-C Swin-b 64.0 - 62.6 563 606 63.3 62.6 66.0 554  64.6 | 55.0+0.26
ViT-b-16 60.2 - 550 51.8 523 893 58.2 65.5 734  62.6 | 50.7+0.08
ResNet-50 58.8 562 56.1 533 537 503 54.0 554 50.7  99.1 50.94+0.04
IN-D109 Swin-b 514 - 61.5 489 540 494 48.1 494 46.5 973 47.24+0.07
ViT-b-16 53.6 - 76.7 48.6 614 580 50.5 51.4 70.8 98.8 46.9+0.02

TENT remains stable in all configurations, suggesting that
diversity also contributes to become more model and shift
agnostic. This might also be the reason, why methods like
EATA, AdaContrast and RoTTA remain stable, as each of
them either explicitly enforce diversity or leverages a diver-
sity buffer. Our method ROID is not only stable, but yields
significant performance improvements compared to the sec-
ond best approach, EATA, which requires dataset specific
hyperparameters and access to data from the initial source
domain. Note that we additionally verify the effectiveness of
ROID for 28 pre-trained networks in Appendix B.1, demon-
strating its wide applicability.

Results for mixed domains Table 2 illustrates the results
for the mixed domains setting. By comparing the perfor-
mance between the settings continual and mixed domains for
methods such as EATA, SAR, AdaContrast, RMT, and ROID
for the transformers, it becomes obvious that adapting to mul-
tiple target domains at the same time is more challenging.
In case of BN-based architectures, like ResNets, the results
can also significantly decrease due to missing improvements
of covariate shift mitigation through recalculating the BN
statistic. Our method ROID is again not only stable, but
performs best or comparable on most benchmarks.

Results for correlated (+mixed domains) First, we con-
sider a correlated setting, where samples are sorted by class.
Since re-calculating BN statistics now even increases the

Table 3. Average online classification error rate (%) for IN-C (at
level 5) and IN-D109 for the mixed domains correlated setting,
using § = 0.01 and § = 0.1, respectively.

IN-C IN-D109
64.0 514
64.940.81 | 53.940.52
37.4£0.12 | 28.0+0.39
28.6+0.16 | 28.3£0.19
60.2 53.6
54.3£0.59 | 60.84+0.48
36.1£0.15 | 29.24+0.55
23.6+0.05 | 29.4+0.13

Method
Source
SAR
LAME
ROID
Source
SAR
LAME
ROID

Swin-b

ViT-b-16

error absolutely by 13.8% to 95.8% for a ResNet-50 on the
long ImageNet-C sequence, we only consider transformers
based on layer normalization and the same ResNet-26 with
group normalization that was used in [62].

The results are presented in Figure 4 (left). Detailed
results are further shown in Table 14 and Table 15 in the
appendix. Even though SAR was proposed for a correlated
setting, in this extreme case of sorted classes and multiple
domain shifts, its performance often degrades below the
source baseline. A similar trend can also be observed for
RoTTA, which also does not show any substantial perfor-
mance improvements. The only methods that can signifi-
cantly outperform the source baseline are LAME and ROID.
Since LAME tends to predict only a few classes, it performs
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Figure 4. Online classification error rate (%) in the correlated TTA setting, where samples are sorted by class on the left and for different

levels of correlation on the right.

well in the correlated setting, while drastically degrading
the performance in previous scenarios. ROID, on the other
hand, outperforms LAME on 3 out of 5 datasets, while also
showing strong results in other settings. On the right of
Figure 4, we illustrate the performance for different degrees
of correlation by varying the concentration parameter  of
a Dirichlet distribution [1 1, 63]. Prior correction and, con-
sequently, ROID benefit from increasing correlation, as the
entropy of the class prior decreases.

Lastly, we investigate the combination of temporally cor-
related data with mixed domains for IN-C and IN-D109. As
shown in Table 3, ROID achieves significantly better and
comparable results than existing methods, demonstrating its
ability to perform in all scenarios of universal TTA.

Results for single sample TTA Updating the model using
a single test sample not only yields noisy gradients, but also
prevents an accurate estimation of the BN statistics, resulting
in a performance degradation. While [5,25] use a small
buffer to store the last b test samples on the device, this comes
with a trade-off between efficiency and accurate BN statistics.
To circumvent this issue, we propose to use networks that do
not employ BN layers, such as VisionTransformer [6]. These
networks allow to recover the batch TTA setting by simply
accumulating the gradients of the last b test samples before
updating the model. As shown in Table 9, this provides the
same results as before, with no computational overhead and
significantly reduced memory requirements.

5.2. Ablation studies

In Appendix B, we further analyze the efficiency, catas-
trophic forgetting, and the momentum o used for weight
ensembling. We find that ROID successfully maintains its
knowledge about the initial training domain while being
computationally efficient.

Component analysis In Table 4, we analyze the compo-
nents of ROID. In general, the component analysis under-
scores our primary hypotheses and findings. Certainty and
diversity based loss weighting helps in all scenarios by miti-

Table 4. Average online classification error rate (%) over 5 runs for
different configurations and settings.

y » & §
Method 5§ £ 7 +
s §F & 5
S S S
g
Source 61.7 5777 546 488
SLR 526 66.7 80.0 88.1
+ Loss weighting 46.1 464 604 o61.1
+ Weight ensembling | 45.0 46.9 46.7 449
+ Consistency 439 46.0 457 438
+ Prior correction 439 459 268 235

gating the development of a model bias. Weight ensembling
demonstrates its effectiveness in settings where the model
has to adapt sequentially to multiple narrow distributions,
such as in the continual and correlated setting. It does not
contribute, when a broad distribution is present (mixed do-
mains). For the difficult adaptation in correlated settings,
weight ensembling also serves as a corrective measure. It
addresses suboptimal adaptations over time by continually in-
corporating a small percentage of the source weights. Finally,
prior correction shows its strong suits in correlated settings
and upholds performance when a uniform class distribution
is present. Further details and discussions are located in B.6.

6. Conclusion

In this work, we derive all practically relevant settings
and denote this as universal TTA. By further highlighting
several challenges which can arise when conducting self-
training during test-time, namely the loss of generalization,
model bias, and trivial solutions, we introduce a new TTA
method: ROID. To retain generalization, ROID continually
weight-averages the source and adapted model. For promot-
ing stability and encourage diverse predictions, a certainty
and diversity weighted SLR loss is used. To compensate for
prior shifts that can occur during test-time, a novel adaptive
prior correction scheme is proposed. We set new standards
in the field of online universal TTA.
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