
Indoor Visual Localization using Point and Line Correspondences in dense
colored point cloud

Yuya Matsumoto
NEC Corporation

yuya-matsumoto@nec.com

Gaku Nakano
NEC Corporation
g-nakano@nec.com

Kazumine Ogura
NEC Corporation
k-oguraay@nec.com

Abstract

We propose a novel pipeline called Loc-PL that uses
both points and lines for indoor visual localization in dense
colored point cloud. Loc-PL utilizes the spatially comple-
mentary relationship between points and lines to address
challenging indoor issues. There are two successive cam-
era pose estimation modules. The first improves robust-
ness against repetitive patterns by considering the geomet-
ric consistency of points and lines. The second utilizes
points and lines to refine poses by Perspective-m-Point-n-
Line (PmPnL) and circumvents unstable localization due
to locally concentrated matches caused by less-textured en-
vironments. The modules use different schemes to obtain
line correspondences; the first finds line matches using
RANSAC, which is effective for image pairs with large view-
point gaps, and the second utilizes rendered images from
dense point cloud to get them by feature line matching. In
addition, we develop a simple but effective module for eval-
uating the correctness of camera poses using matched point
distances across two images. The experimental results on a
large dataset, InLoc, show that Loc-PL achieves the state-
of-the-art in four out of six scores.

1. Introduction

Visual localization is a technique for estimating the 6-
DoF camera pose of a query image in a pre-constructed 3D
space. It has been widely used for various applications such
as augmented reality and robot navigation [7–9, 25].

It is well known that localization in indoor environments
is a more challenging task than in outdoor ones due to the
presence of texture-less scenes and repetitive patterns. Most
localization approaches are based on the detection of point
correspondences and the Perspective-n-Point (PnP) algo-
rithm. However, keypoints are hard to detect in texture-less
areas and are sometimes locally concentrated, which makes
localization unstable. Also, repetitive patterns cause false
correspondences. Therefore, point-based approaches often

suffer from these indoor properties.

In comparison, indoor environments have linear struc-
tures in general. Since lines are detected even in texture-
less scenes, points and lines have spatially complementary
relationships.

This complementarity of points and lines motivated us
to develop a novel pipeline, Loc-PL, for indoor visual lo-
calization, which is shown in Figure 1. Our pipeline con-
sists of two camera pose estimation modules using both
points and lines. The two respective modules play different
roles in localization and use a different strategy to obtain
line correspondences. The first module takes the consis-
tency of points and lines into account to make localization
robust to repetitive patterns. It finds line correspondences
with a RANSAC-based approach that is effective for im-
age pairs with large viewpoint gaps (Sec. 4.2). The second
module utilizes points and lines to circumvent locally con-
centrated correspondences. This module obtains line corre-
spondences using rendered images from dense point cloud,
and Perspective-m-Point-n-Line (PmPnL) enables stable re-
finement of camera poses by using points and lines. Both
modules utilize the complementarity of points and lines and
are effectively incorporated into well-developed coarse-to-
fine localization pipelines. Also, we developed a simple
module that evaluates the correctness of estimated camera
poses to improve localization accuracy (Sec. 4.3).

In our experiments on a large-scale indoor dataset, In-
Loc, our pipeline achieved the state-of-the-art (SOTA) in
four out of six scores. Moreover, quantitative and qualita-
tive ablation studies report that all the three modules im-
prove localization accuracy, and the two different schemes
for finding line correspondences are very effective.

This paper is organized as follows. Section 2 introduces
the conventional approaches for indoor visual localization.
Section 3 reviews related works using line features. Sec-
tion 4 first describes the baseline method and then gives de-
tails on the proposed algorithms. Section 5 reports the ex-
perimental results. Finally, Section 6 summarizes our con-
clusion.

This WACV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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Figure 1. Whole pipeline of proposed coarse-to-fine approach using both point and line correspondences. Novel modules are colored
in green. Pose estimation step utilizes points and lines to make localization robust to repetitive patterns (Sec. 4.2). Distance-based
similarity measurement provides more accurate scores than DenseRootSIFT-based approach (Sec. 4.3). Spatially distributed point and line
correspondences stabilize refinement of camera poses by Perspective-m-Point-n-Line (PmPnL) in re-localization step (Sec. 4.4).

2. Indoor Visual Localization

A lot of approaches have been developed for visual
localization. Some methods are based on direct regres-
sion [6, 17, 18]; however, it has been pointed out that these
methods have poor generalization performance due to their
scene-specific approach [31]. Currently, the state-of-the-art
methods for large-scale datasets are mostly coarse-to-fine
models [29,35]. This approach begins by efficiently retriev-
ing a small set of images similar to a query from a large
image database. Then, point feature matching is performed
between the query and retrieved images one by one to ob-
tain 2D-2D point correspondences. Since the 2D pixels of
the database images are associated with corresponding 3D
points by SfM and LiDAR, we obtain 2D-3D correspon-
dences by using them. Finally, camera poses are given by
solving the PnP problem.

Indoor visual localization has been considered a diffi-
cult task compared with outdoor localization because of the
presence of less-textured environments, repetitive patterns,
dynamic objects, etc. Deep-learning techniques have been
introduced to improve each step of coarse-to-fine model
such as image retrieval [4, 14, 27] and feature point match-
ing [10, 30, 34]. Dense matching [35] is used for obtaining
point correspondences in texture-less areas. To remove fea-
ture points on dynamic objects, semantic segmentation [11]

is used to mask them. The above methods are based on key-
point matching; therefore, they are essentially not robust
against less-textured scenes and repetitive patterns.

Several studies have attempted to improve robustness to
indoor scenes by matching line segments between images,
including chamfer loss minimization [24], vanishing points
of parallel lines [43], and 2D-3D line matching [44]. Pt-
Line [12] utilizes both points and lines for visual localiza-
tion on a large-scale indoor dataset. This method performs
camera pose estimation twice; a query pose is first esti-
mated, and then estimation is repeated by using the once-
estimated pose to refine it. Lines are only used in the sec-
ond estimation in this method. In our pipeline, lines are
utilized in both steps not only to refine poses but also to
make localization robust to repetitive patterns. Also, PtLine
obtains line correspondences on the basis of an epipolar
constraint between the initially estimated pose and database
images’ poses. In comparison, we get line matches with
a RANSAC-based approach in the first estimation and with
visual line descriptors in the second one, which is explained
in detail in Sec. 4.2 and Sec. 4.4.

Another challenging issue with indoor visual localiza-
tion is the sparsity of image viewpoints in a database. If
database images are constructed with a fixed 3D scanner
like InLoc, the sparsity becomes high and degrades the
accuracy of image retrieval and camera pose estimation.
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To fill the sparsity gap, several studies project dense 3D
point cloud onto new viewpoints and add the rendered im-
ages to the database [40, 46]. In another study, keypoints
across multiple images are utilized for correcting camera
poses [16].

3. Related Work
This section briefly reviews recent studies on line fea-

tures and camera pose estimation using line segments.
Line detection The mainstream of hand-crafted methods is
to use low-level features or image gradients for line detec-
tion (e.g., LSD [39], EDLines [2], Cannyline [23]). Since
low-level features are susceptible to illumination changes
and camera angles, maintaining high repeatability is one of
the main issues. Another limitation is that the global con-
text of an image are not used due to local gradient analy-
sis. After wireframe parsing [15] was introduced, several
deep-learning methods have been proposed to extract struc-
tural line segments. The first method to use wireframe pars-
ing [15] predicts two maps, a junction map and a line heat
map, and extracts line segments from them on the basis
of a heuristic approach. Several improvements have been
proposed, such as an end-to-end method [49], an attraction
field map prediction [41, 42], and a trainable Hough trans-
form [22].
Line description One of the most popular line descriptors
is LBD [47], which is a hand-crafted feature based on the
image gradient around line segments. LJL [21] is another
hand-crafted feature focusing on the intersection of adjacent
lines. Learning-based descriptors have also been developed.
DLD [19] is based on distance learning using triplet loss.
LLD [38] is a computationally efficient descriptor designed
for Visual SLAM. Several methods for simultaneously de-
tecting and describing lines have been proposed, such as
SOLD2 [26], ELSD [45], and L2D2 [1]. Although exten-
sive efforts have been made, the matching accuracy is not
as good as that of feature points.
Perspective-n-Point (Line) problem The PnP problem
uses n point correspondences to estimate a camera pose.
Line correspondences are also used to estimate camera
poses in the Perspective-n-Line (PnL) algorithm. In re-
cent years, PnL solvers have attracted attention as a method
for preserving privacy in SfM [13], Visual SLAM [32],
and camera localization [33]. Moreover, both point and
line correspondences can be combined to estimate camera
poses [3, 37, 48].

4. Visual Localization using Lines
In this section, we start by defining a baseline method

using only point correspondences. There are two camera
pose estimation modules, namely, pose estimation and re-
localization. Then, we introduce new schemes utilizing line

correspondences into the respective modules in our pro-
posal. The entire proposed pipeline is shown in Fig. 1. The
usage of lines in the first module makes localization robust
to repetitive patterns. In the second module, spatially dis-
tributed correspondences of points and lines stabilize cam-
era pose estimation by PmPnL.

4.1. Baseline using only points

The baseline method is based on a pipeline of the coarse-
to-fine model, which uses only point correspondences. Its
architecture consists of four modules:

• Image retrieval This step searches top-K1 images that
are similar to a query image from a large-scale image
database. For computational efficiency, each image is
converted to a global feature vector in general. The
similarity between the query and database images is
calculated by the Euclidean distance.

• Pose estimation Feature point matching is carried out
between the query image and the K1 images to ob-
tain 2D-2D point correspondences. Each pixel of the
database images is associated with a corresponding 3D
point; therefore, the query image has 2D-3D point cor-
respondences for K1 images. Camera poses are esti-
mated by solving the PnP problem incorporated with
P3P+RANSAC for outlier rejection. Among the K1

camera poses, top-K2 ones are selected by scoring the
number of inliers in the 2D-3D point correspondences.

• Similarity measurement The points of a pre-
constructed 3D map are projected onto the K2 cameras
to generate rendered images. Then, the similarity be-
tween the query and each of them is measured. In this
paper, we compare Modified Pose Verification [16]
and a proposed simple approach based on 2D-2D point
matching, which is described in Sec. 4.3.

• Re-localization The K2 camera poses are re-localized
by conducting the above two steps (pose estimation
and similarity measurement) again. Then, each cam-
era pose and its similarity score are updated if the
new score is better than the previous one. Finally, the
pipeline outputs a camera pose with the maximum sim-
ilarity as the estimated query pose.

4.2. Pose estimation using points and lines

Point-based methods often suffer due to repetitive pat-
terns in indoor visual localization, which cause false point
correspondences. Figure 2 shows an example of failure due
to these patterns. It is essentially hard for point-based ap-
proaches to circumvent this problem.

To address this, we utilize line correspondences in the
first camera pose estimation to make localization robust to
repetitive patterns. Our approach takes the consistency of
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Figure 2. Example of false point correspondences due to repetitive
patterns.

points and lines into account for the selection of similar
database images to query during RANSAC loop.

First, we detect 2D line segments Lq and Ld from a
query and K1 database images, respectively, along with fea-
ture point matching. Here, L is a set of detected line seg-
ments. We determine 3D line segments corresponding to
Ld using the 3D points in the database. They are projected
onto the query image with the camera pose Rt, tt estimated
by P3P+RANSAC and the intrinsic parameter K. Then,
we obtain line segments L′

d, i.e. the projection of Ld to the
query. The distance between two line segments lq ∈ Lq and
l′d ∈ L′

d is given by

d =
|Aus

d +Bvsd + C|+ |Aue
d +Bved + C|√

A2 +B2
, (1)

where (A,B,C) denotes the coefficients of an infinite line
containing lq , and (ud, vd) represents the 2D coordinates of
the two endpoints of l′d indexed by the superscripts s and e.
Let vq and v′

d be the direction vectors of lq and l′d, respec-
tively. The angle between lq and l′d can be written as

θ = cos−1(vT
q v

′
d). (2)

We calculate the distance d and the angle θ for all possi-
ble combinations of Lq and Ld. Then, we select inlier line
segments that satisfy two conditions: 1) (d, θ) are less than
a threshold (dth, θth), and 2) lq and ld are mutually nearest
neighbors in the query and database images. This procedure
is conducted along with inlier points search in a RANSAC
loop.

After obtaining Np point inliers and Nl line inliers, we
determine a RANSAC score S by

S = (Np + 1)× (Nl + 1). (3)

The adding one is done merely to prevent a zero value when
Np = 0 or Nl = 0. The global line structure in 3D space
generally varies depending on a scene. Therefore, even if a
repetitive pattern yields a large Np in a local area of a wrong
scene, we can expect Eq. (3) to be small because the scene
would give a small Nl. Finally, we refine the camera pose
by PnP using point correspondences.

This exhaustive search based on RANSAC to obtain line
correspondences is more successful than feature line match-
ing in this initial estimation step :line matching is still a very
difficult task, and existing models based on visual line de-
scriptors cannot find correct and sufficient line correspon-
dences from images with large viewpoint changes. This is
discussed again in the ablation study in Sec. 5.4.

4.3. Similarity measurement

DenseRootSIFT [5] has been used in recent methods for
measuring the similarity between a query and rendered im-
ages in visual localization [16, 35]. In [16], the usage of
DenseRootSIFT is customized and referred to as Modified
Pose Verification (MPV). However, SIFT features are sen-
sitive to blank pixels in a rendered image or brightness dif-
ferences between several 3D scans for the same scene. Re-
cent learning-based features are more robust to such noise
in images because they utilize keypoint locations and the
context of the descriptors for point matching. This moti-
vated us to develop a simple method for calculating similar-
ity scores using SuperPoint [10] and SuperGlue [30]. We
first obtain 2D-2D point correspondences between a query
and a rendered image and then calculate the similarity score
by counting the number of point correspondences that sat-
isfy the distance threshold dp. Despite the straightforward
approach, it is a reasonable measure because the query and
the rendered image are very similar if the camera pose of the
query image is correctly estimated. We refer to this simple
procedure as PointMatching.

4.4. Re-localization using points and lines

Several studies [16, 46] report that camera re-
localization, i.e., estimating camera poses repeatedly, is ef-
fective for improving localization accuracy. Conventional
methods use only point correspondences to perform it.
However, few keypoints are detected in less-textured areas
and are often locally concentrated in an image, which is in-
sufficient for refining camera poses.

We use line correspondences as well as points in the
re-localization module to refine camera poses. Since lines
also appear in texture-less scenes, points and lines are de-
tected complementarily in an image. Spatially distributed
correspondences, in general, make camera pose optimiza-
tion stable and correct. We utilize both types of corre-
spondences for optimization by using Perspective-m-Point-
n-Line (PmPnL).

In this module, we use visual line descriptors to obtain
line correspondences, unlike the pose estimation module.
In the re-localization step, the existing line matching mod-
els work well since a query and rendered images should
have close viewpoints if camera poses are correctly local-
ized. After obtaining initial matches of the points and lines,
we conduct a similar approach to the pose estimation de-
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scribed in Sec. 4.2 to remove outlier points and lines. Dur-
ing a P3P+RANSAC loop, line inliers are selected on the
basis of Eqs. (1) and (2), and the RANSAC score is calcu-
lated by Eq. (3). Note that we do not perform the exhaustive
search for line correspondences, unlike Sec. 4.2 because the
initial line matches are given by the line descriptors.

After the RANSAC scheme, we have the inliers of 2D-
3D point and line correspondences. Then, we project 3D
points onto the query image, and the reprojection error of
an i-th point pair can be given by

ei = |pi − p′
i|, (4)

where pi and p′
i are a 2D point detected in the query image

and a projected point of the corresponding 3D point, respec-
tively. Also, the reprojection error of a j-th line pair for the
two endpoints s and e can be written as

dsj =
|Aus +Bvs + C|√

A2 +B2
,

dej =
|Aue +Bve + C|√

A2 +B2
,

(5)

where (A,B,C) denotes the coefficients of an infinite
line containing the 2D line of the query, and (us, vs) and
(ue, ve) represent the 2D coordinates of the two endpoints
of a line projected from the 3D line segment. Then, the op-
timal camera pose R∗, t∗ can be given by minimizing the
total cost function below:

R∗, t∗ = argmin
R∈SO(3),t∈R3

1

M

M∑
i=1

|ei|2+
1

N

N∑
j=1

(
|dsj |2 + |dej |2

)
(6)

where M and N are the number of the pairs of points and
lines, respectively. We refer Eq. (6) to the PmPnL problem.
The initial guess of R and t is given by P3P+RANSAC,
and the Levenberg-Marquardt method is used for the opti-
mization. Since we can obtain spatially distributed points
and lines even in a less-textured scene, camera pose esti-
mation becomes stable compared with the estimation using
only points. In Sec. 5.4, we will compare the accuracy of
PmPnL with that of PnP.

5. Experiments
5.1. Dataset

We used the InLoc dataset [35] for evaluating the pro-
posed method in the experiment. InLoc is a large-scale in-
door dataset for visual localization that covers a wide area of
25, 287m2. It consists of five floors (DUC1, DUC2, CSE3,
CSE4, and CSE5) and provides 10K images in total. Each
pixel of the images is associated with a corresponding 3D
point measured by a 3D LiDAR sensor. There are 329 query
images in total for DUC1 and DUC2 captured by iPhone 7.

To evaluate performance, localization accuracy is mea-
sured by the percentage of estimated poses whose positional
errors are less than thresholds of 0.25 / 0.50 / 1.00 meters
and whose angular errors are within 10◦. All evaluations
were conducted on an online benchmark server for visual
localization tasks1. The re-localization step in our pipeline
needs rendered images from dense point clouds. To the best
of our knowledge, InLoc is the only dataset with such dense
point cloud, and many papers use only this dataset to evalu-
ate of localization [12, 35, 36, 46].

5.2. Implementation

In all steps, the learning-based models were not fine-
tuned. Publicly available models were used.
Image retrieval We used NetVLAD [4] with a VGG16
backbone pre-trained on the Pitts30K dataset for global im-
age descriptors. Images were resized so that the longer side
of either the height or width was 640 pixels. The number of
candidate images was set to K1 = 100

Pose estimation We detected feature points by Su-
perPoint [10] and SuperGlue [30] pre-trained on the
MegaDepth dataset. For line segment detection, we used
fastLineDetector [20] on OpenCV, which is a variant of the
Canny edge detector. Fragmented lines shorter than 100
pixels in length were discarded. Images were resized so
that the longer side of either the height or width was 1200
pixels. RANSAC was configured to have a 10-pixel thresh-
old for point correspondences. In addition, the thresholds
for line correspondences were set to dth = 20 pixels and
θth = 2◦. The number of new candidates selected from K1

images was set to K2 = 10.
Similarity measurement The resolution of rendered im-
ages was 640 pixels for the longer side of either the height
or width to fill pixels as much as possible. The distance
threshold for PointMatching was dp = 5 pixels.
Re-localization The query image was resized to the same
resolution as the rendered images. SuperPoint and Super-
Glue were used again for point feature matching. Since
the image size is smaller than the pose estimation step, we
set smaller thresholds for RANSAC iterations: 5 pixels for
point correspondences, dth = 10 pixels, and θth = 1◦ for
line correspondences. Also, we used SuperGlue pre-trained
on ScanNet since its recommended size of input images is
suitable for smaller input images. For obtaining line corre-
spondences, SOLD2 [26] was used.

5.3. Comparison with the state-of-the-art methods

We quantitatively compared our proposal with the exist-
ing SOTA methods: InLoc [35], PtLine [12] and its baseline
using only points, RenderNet [46], and PCLoc [16]. PtLine
is a method that uses points and lines and was compared

1https://www.visuallocalization.net/
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Method
Features DUC1 DUC2

Points Lines 0.25m 0.50m 1.00m 0.25m 0.50m 1.00m

InLoc [35] NetVLAD [4] – 40.9 58.1 70.2 35.9 54.2 69.5
PtLine Baseline [12] SuperPoint, R2D2 [28] – 47.0 71.2 84.8 61.1 77.9 80.2
PtLine [12] SuperPoint, R2D2 [28] VLSE [12] 50.5 72.7 86.9 61.8 79.4 84.0
RenderNet [46] SuperPoint, RenderNetL – 58.6 77.8 89.4 74.8 82.4 85.5
PCLoc (4096) [16] SuperPoint – 60.6 79.8 90.4 70.2 92.4 93.1
PCLoc (3000) [16] SuperPoint – 59.6 78.3 89.4 71.0 93.1 93.9
Baseline SuperPoint – 62.1 79.3 87.9 74.0 83.2 84.7
Ours (Loc-PL) SuperPoint Canny [20], SOLD2 [26] 64.6 84.8 93.4 76.3 86.3 88.5

Table 1. Quantitative comparison of proposed method with existing approaches on InLoc dataset. Best and second-best values are in bold
and underlined, respectively. Features represents feature correspondences used in each method.

with its baseline using only points in its paper. PCLoc has
two variations depending on the number of feature points
used, namely, 3000 and 4096. Table 1 indicates that the
proposed method achieved SOTA performance in four out
of six scores. In particular, for the most strict criterion of
< 0.25 meters, the proposed method is better than PCLoc
(3000) by 5% for DUC1 and RenderNet by 1.5% for DUC2.
Our proposal achieves SOTA on all DUC1 scores. Also,
the improvement for our proposal from the baseline us-
ing points is larger than that of PtLine: the improvements
for the average six scores of PtLine and ours are 2.18%
and 3.78%, and the maximum improvements among the six
scores are 3.8% and 5.5%, respectively. These results show
that our pipeline effectively utilizes points and lines.

5.4. Ablation study

5.4.1 Effectiveness of lines

We conducted ablation studies to investigate the effective-
ness of line correspondences in our proposal. Table 2 re-
ports the quantitative results of eight possible combinations
of the implementations: 1) with or without line correspon-
dences in the pose estimation, 2) MPV [16] or PointMatch-
ing in the similarity measurement, and 3) PnP or PmPnL
optimization in the re-localization.

First, the use of line correspondences in the pose estima-
tion improves all scores for < 0.5 and < 1.0 meters com-
pared with the case of only points. Figure 3 shows a quali-
tative result with or without line correspondences in a scene
with a repetitive pattern. Calculating inlier scores using
only point correspondences results in a localized concentra-
tion of inliers at a wrong location, and camera pose estima-
tion fails. In comparison, introducing line correspondences
makes localization take linear structures into account in the
RANSAC loop. This circumvents false correspondences
due to repetitive patterns.

Moreover, at the re-localization step, the camera pose
optimization with PmPnL using both point and line corre-
spondences tends to increase scores for < 0.25 and 0.50

(a) Top-1 candidate image by only points and
their inlier matches. Many wrong matches in
small area due to repeated pattern.

(b) Rendered image

(c) Top-1 candidate image by points and lines,
and their inlier matches. Points and lines are
correctly matched.

(d) Rendered image

Figure 3. (a) Top-1 candidate image wrongly selected by only
point correspondences due to repetitive patterns, and (b) rendered
image obtained by camera pose estimated from candidate image.
We can see that the pose estimation failed since view of rendered
image is different from that of query. (c) Top-1 candidate image
correctly selected by both point and line correspondences, and (d)
rendered view obtained by camera pose estimated from image.
Query and rendered view have same view, and camera pose es-
timation is successful.

meters. Since points and lines appear complementarily in
images, we can obtain spatially distributed correspondences
to make camera pose optimization more stable. Figure 4
visualizes a comparison of PnP with only point correspon-
dences and PmPnL with both points and lines. As shown
in Fig. 4b, most of the inlier points in the point-based re-
localization are located around the windows far from the
camera position. On the other hand, in Fig. 4c, there are
line matches as well as points on the ceiling near the cam-
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Pose estimation Similarity measurement Re-localization DUC1 DUC2

0.25m 0.50m 1.00m 0.25m 0.50m 1.00m

Points (Baseline) MPV PnP 62.1 79.3 87.9 74.0 83.2 84.7
Points MPV PmPnL 63.6 78.3 87.9 76.3 85.5 87.0
Points PointMatching PnP 63.6 82.3 91.9 68.7 83.2 86.3
Points PointMatching PmPnL 65.2 79.8 91.9 72.5 84.7 86.3
Points + Lines MPV PnP 62.6 79.8 87.9 74.0 84.7 85.5
Points + Lines MPV PmPnL 61.1 79.3 88.4 73.3 86.3 87.0
Points + Lines PointMatching PnP 65.2 82.8 93.4 71.0 83.2 87.0
Points + Lines PointMatching PmPnL 64.6 84.8 93.4 76.3 86.3 88.5

Table 2. Ablation study on proposed method. Experiments were conducted on 2 × 2 × 2 = 8 variations: 1) with or without line
correspondences in pose estimation, 2) MPV [16] or PointMatching in similarity measurement, and 3) PnP or PmPnL optimization in
re-localization. Best and second-best values are in bold and underlined, respectively.

Pose estimation Re-localization DUC1 DUC2 Average
0.25m 0.50m 1.00m 0.25m 0.50m 1.00m

RANSAC Feature line matching 64.6 84.8 93.4 76.3 86.3 88.5 82.3
RANSAC RANSAC 62.6 81.8 93.4 73.3 84.0 86.3 80.2

Feature line matching Feature line matching 59.1 80.3 90.4 74.8 84.7 87.0 79.4
Feature line matching RANSAC 59.1 80.3 89.4 71.8 84.7 87.0 78.7

Table 3. Ablation study on comparison between the RANSAC-based exhaustive search and feature line matching (SOLD2) to obtain line
correspondences.

era when combining lines. Also, point correspondences are
removed around dynamic objects such as the desk and chair.
Figs. 4d and 4e show the edges of the rendered images over-
laid on the query image by PnP and PmPnL, respectively.
We can observe that the edges by PnP are misaligned near
the ceiling while PmPnL utilizes both points and lines to
realize correct estimation.

5.4.2 RANSAC-based method vs. feature line match-
ing for obtaining line correspondences

In our pipeline, we obtain line correspondences by exhaus-
tive search based on RANSAC in the first pose estimation
and by a feature line matching model (SOLD2) in the sec-
ond. To show that this strategy is effective, we investi-
gated the changes to performance when using the two meth-
ods in each of the two estimation modules. Table 3 shows
the localization results of the respective approaches, where
the RANSAC-based method and feature matching use fast-
LineDetector and SOLD2, respectively, as they do in our
pipeline. In addition, some examples of line inliers with the
respective methods are shown in Figure 5. We see an overall
decrease in accuracy when using the feature line matching
in the pose estimation instead of the RANSAC-based one:
query and database images often have a large viewpoint gap
in the first estimation, and existing line matching models

still don’t have enough performance to find line matches in
such a case. Also, the use of the RANSAC-based method in
the re-localization step lowers the scores within 0.25m and
0.50m. This method determines line matches on the basis of
the angle and distance of lines on a 2D image plane. There-
fore, it cannot consider visual features and depth, which can
cause false matches. Since image pairs in the second step
have similar views, the existing feature line matching mod-
els work better than the RANSAC-based one.

6. Conclusion

We have presented a novel method utilizing the comple-
mentarity of points and lines for indoor visual localization.
Our pipeline estimates camera poses in two successive mod-
ules using both points and lines. The first module makes lo-
calization robust to repetitive patterns, and the second one
stabilizes camera pose optimization to refine poses. These
estimation modules use different schemes to obtain line cor-
respondences, namely, a RANSAC-based method and fea-
ture line matching considering the viewpoint changes of in-
put image pairs. Also, we introduced a simple method for
measuring the correctness of estimated poses. We demon-
strated in experiments on a large-scale dataset, InLoc, that
the combination of the three proposed algorithms is quali-
tatively and quantitatively superior to the existing methods.
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(a) Query (b) PnP: inlier points between query and rendered images

(c) PmPnL: inlier points and lines between query and rendered images

(d) PnP: edges in rendered image overlaid on query image (e) PmPnL: edges in rendered image overlaid on query im-
age

Figure 4. Inlier points or lines determined by PnP and PmPnL solvers at re-localization step.

Figure 5. Two examples of comparison between the exhaustive search based RANSAC and feature line matching in the pose estimation
step. Green lines represent the inliers of RANSAC, and they are connected with red lines. Light blue represents lines that are matched by
feature line matching but not inliers in RANSAC, connected with blue. Existing line matching models cannot find sufficient and correct
line correspondences, while RANSAC-based one work well.
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