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Abstract

Human motion prediction is still an open problem extremely important for autonomous driving and safety applications. Due to the complex spatiotemporal relation of motion sequences, this remains a challenging problem not only for movement prediction but also to perform a preliminary interpretation of the joint connections. In this work, we present a Context-based Interpretable Spatio-Temporal Graph Convolutional Network (CIST-GCN), as an efficient 3D human pose forecasting model based on GCNs that encompasses specific layers, aiding model interpretability and providing information that might be useful when analyzing motion distribution and body behavior. Our architecture extracts meaningful information from pose sequences, aggregates displacements and accelerations into the input model, and finally predicts the output displacements. Extensive experiments on Human 3.6M, AMASS, 3DPW, and ExPI datasets demonstrate that CIST-GCN outperforms previous methods in human motion prediction and robustness. Since the idea of enhancing interpretability for motion prediction has its merits, we showcase experiments towards it and provide preliminary evaluations of such insights here. ¹

1. Introduction

Human motion prediction plays a critical role in autonomous driving, robotics, and safety applications. In the recent past, several methods for human motion prediction and modeling have led to significant results with the use of neural networks [24]. Recently, the main approaches to tackle this task have been by means of Graph Convolutional Networks (GCN) [15,16,25,27,28,34,39,42,44], Recurrent Networks (RNN) [9,22,28,30,35,37] and GANs [24]. Although in the last years, RNN-based models were the most effective methods, they come with the drawback of vanishing or exploding gradients. Recent approaches mix more sophisticated architectures such as Gated recurrent units (GRU) [35] or transformers [1,24] with feature extraction using CNN or a gate system in the hidden states. Alternately, the GAN-based approach [24] is another methodology for generating the sequence from a hidden vector, but this approach neglects the kinematic dependencies between pose joints and ignores the temporal correlation between frames. Instead, GCNs have received increasing attention because this architecture can find a temporal relation between poses and can understand relationships among joints.

A second branch in this work uses interpretability concepts, initial stages were inspired by class-activation [43] or saliency maps. However, the authors using saliency maps only performed a visual analysis without providing formal statistical evaluations. Nowadays, more sophisticated methods quantify the error or even measure the uncertainty level of movement predictions [31,32]. Despite the great advances in interpretability of CNNs in classification tasks, GCNs are not yet properly covered [4,12], especially for regression tasks (such as motion prediction) and not classification tasks.

The motivation for designing this architecture is to close the gap between motion prediction and interpretability and apply it to real-world problems to gain meaningful insights into why the model predicted a specific output. In our proposed Context-based Interpretable Spatio-Temporal GCN (CIST-GCN) architecture, we embed GCN layers which provide sample-specific adjacency matrices and importance vectors to explain motion forecasting. The matrices are composed of learnable parameters while the importance vectors are generated at output layers a mix of CNN and MLP layers. It stands to reason that these features are human-interpretable. While we provide some of such interpretations in this paper. To the best of our knowledge, this is the first work that drives a GCN-based architecture in this direction. Finally, data augmentation has been added to speed up the training and also make the system more robust to possible data glitches that may occur in production use-case such as faulty 3D-transformations or false reconstructed 3d poses. We conducted experiments to study the robustness of our model against out-of-distribution (OOD) data samples, for example, rotations, glitches in poses.

¹available code: qualityminds.cistgcn
Our approach consistently obtains comparable results to the previous results on short- and long-term motion prediction by training a single unified model for both settings. Specifically, we achieve superior performance in 6 out of 15 actions on the Human3.6M benchmark, while remaining comparable in the other motion predictions. Our model also surpasses previous works in 3DPW and 12 out of 16 actions on ExPI datasets, while also achieving comparable results on the AMASS benchmark. The main contributions of our work can be summarized as follows: 1) we propose a new architecture that provides not only human motion prediction, but also interpretability to some extent given an input sample, 2) we perform extensive experiments on Human3.6M [11], AMASS [26], 3DPW [36], and ExPI [8] datasets, showing that quantitative and qualitative results are comparable to state-of-the-art (SOTA) models, 3) we discuss the different extents of interpretations such as relation matrices, and importance vectors, and 4) we perform robustness experiments that showcases our model to be better than existing SOTA models for ODD samples.

2. Related work

2.1. Motion Prediction

Initial research prove the strength of relations between joint connections in pose sequences both in the temporal and spatial domains [24]. Subsequent work [16, 19, 28, 39, 44] research deeper into this approach by grouping the input joints in several ways or merging GCN, CNN, and GRU layers to learn the graph connectivity (forming a spatio-temporal graph). In [34], STS-GCN receives the 3D coordinates as input but uses two GCNs to encode sequentially temporal and spatial data in every encoding layer to feed the decoder. This decoder is composed of a 4-block Temporal Convolution Network (TCN) [27] that converts input frames into output frames. Overall, this work requires a lower number of parameters than previous approaches and inspired recent architectures.

Another newest branch, such as MotionMixer [2], employs linear and feature mix layers to merge information. Although the results are promising, there are problems in understanding which joints or frames may be relevant for further analysis such as prediction reliability or action clustering. Since the architecture behaves as a black box model, we cannot obtain correlation or relationship matrices coming from the model. Also, experiments such as the application of 3D transformations can illustrate its limitations.

In [7], several modifications to DSTD-GCN are proposed such as dynamic spatial and temporal graph convolutions are presented as separate units, allowing features to be learned independently. The authors suggest using constrained training with different strategies. Later, they show that relations can be acquired in unshared sample-specific forms, reducing MPJPE significantly. The impact of this approach on metrics inspired us to incorporate learnable adjacency matrices in all our GCN layers, removing the need for duplicating dynamic spatial GCN. This results in fewer parameters compared to DSTD-GCN. Also, in Section 5, we explore the potential application of this as an interpretable output for individual samples. In [42], a gating network is proposed to generate blending coefficients that weighs the most meaningful features of the adjacency matrices from GCNs. Number of weight vectors for the temporal and spatial GCNs are equal. Also, the authors suggest that these acquired vectors could aid in action grouping and emphasize the most important features in motion prediction. Motivated by this approach, we use weighting vectors in a similar manner, adding layers with interpretable variables, but reducing the number of channels in every layer required for motion prediction. We show how similar movements have similar interpretable patterns in later sections.

2.2. Model Interpretability

The application of the CAM [33, 41, 43] methods is limited to GNN structures due to they have special requirements and assume heuristically that the final node embedding can reflect the input importance. This assumption may be wrong [40]. While saliency map techniques are commonly employed for model interpretability, they are primarily designed for images. Many of these methods were evaluated solely in classification tasks, applied as independent post-training steps, or require subsequent visual val-
3. Methodology

3.1. Problem Formalization

We define the body motion as a sequence of poses $X \in \mathbb{R}^{T \times J \times D}$ where $T$ and $J$ define a number of frames and joints from the sequence, and $D$ parameterizes each body joint dimension for angles or 3D coordinates. Our model receives a historical input poses $X$ in $\mathbb{R}^{T \times J \times D}$ and predict a sequence of poses $\tilde{X} = \tilde{X}_{t_1:t_2} = \tilde{x}_{t_1}, \tilde{x}_{t_1+1}, ..., \tilde{x}_{t_1+t_2} \in \mathbb{R}^{t_2 \times J \times D}$. The math representation for an adjacency matrix is given by $A \in \mathbb{R}^{P \times P}$ where $P \in \mathbb{R}^n$ is the node representation.

3.2. Review of GCN

Graph Convolutional Networks (GCNs) are suitable for non-grid data, where data is represented by a set of nodes (e.g. $x,y,z$ coordinates) carrying n-dimensional information. When GCs are stacked sequentially then they together become a GCN. In this work, such a set of nodes is called a pose, and an adjacency matrix shows the connection between pairs of nodes from the whole graph. Formally, let $H^l \in \mathbb{R}^{P \times P^l}$, $A^l \in \mathbb{R}^{P \times P}$ be the input and the adjacency matrix at the current layer $l$, whereas the trainable parameters at current layer $l$ are represented by $W^l = \mathbb{R}^{P^l \times P^{l+1}}$. $F$ is the number of channels of this layer. We show the mathematical operation in Eq. (1) where $\sigma$ is the activation function and $H^{l+1} \in \mathbb{R}^{P \times P^{l+1}}$ is the GC output.

$$H^{l+1} = \sigma(A^l H^l W^l)$$

### Spatio-Temporal GCN

Given that our problem contains a temporal factor in the data, we thus have a spatiotemporal graph. To process this graph we use two graph convolution operations, for the spatial and temporal domains, just like the STS-GCN model [34], which takes the interactions of the temporal evolution and the spatial joints. Spatial and temporal graph convolutions are presented in Eq. (2). Where $W^l_s$ and $W^l_t \in \mathbb{R}^{P^l \times P^{l+1}}$ are trainable parameters. Graph convolutions are separable if we operate independently and stack later, as argued later in [7].

$$H^{l+1} = \sigma(A^l_s A^l_t H^l W^l_s) = \sigma(A^l_s (A^l_t H^l W^l_t)W^l_t)$$

We perform a similar approach and demonstrate via experimentation this operation is stable in Eq. (3). Where $W^l_D \in \mathbb{R}^{P^l \times P^{l+1}}$ are trainable parameters, and $D$ represents the temporal or spatial domain.

$$H^{l+1}_D = \sigma(A^l_D H^l_D W^l_D)$$

3.3. Model architecture

Motivated by the interpretability of the feature importance of random forest, we built a model not only for pose sequence prediction but also for output understanding via feature importance and connectivity matrices similar to previous works [7, 34, 42]. This architecture is shown in Fig. 1. We argue that our results generate feature maps that can be used to observe and figure out unexpected behaviors in certain OOD data. More concretely, Fig. 1a uses an encoder-decoder architecture but splits the temporal and spatial GCNs. Inspired by DeepLabv3+ [3], we propose to replace the original TCN described in [34] with a new Atrous Pyramid TCN (APTCN). Also, we propose the Context Network (ConNet) and the Dynamic Spatio-Temporal Graph Convolutions Network (DST-GCN) placed in parallel that sum the results with a global residual connection to obtain the final pose sequence. Additionally, following previous works that use trajectory representation successfully as inputs [20, 21, 35], we propose to use an overall of 10 input dimensions, 3 for joint positions, 6 for joint instant velocities and accelerations in $x,y,$ and $z$, and a $L_2$-norm vector of the instant velocities. We support the idea that the last two layers from the model, DST-GCN and ConNet, can...
Table 1. Performance comparison for motion prediction using MPJPE in every action from the Human3.6M dataset. (*) implies metric is computed by using both the quantitative standard and the metric standard. (†) metric takes the average MPJPE over all previous frames.

<table>
<thead>
<tr>
<th></th>
<th>Walking</th>
<th>Strolling</th>
<th>Discussion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (ms)</td>
<td>80</td>
<td>160</td>
<td>320</td>
</tr>
<tr>
<td><strong>ComSeq2Seq [14]</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walking</td>
<td>14.7</td>
<td>29.5</td>
<td>56.7</td>
</tr>
<tr>
<td>Strolling</td>
<td>18.0</td>
<td>34.0</td>
<td>62.0</td>
</tr>
<tr>
<td>Discussion</td>
<td>21.3</td>
<td>42.5</td>
<td>84.9</td>
</tr>
</tbody>
</table>

Table 2. Performance comparison on different architectures using MPJPE for common action split from the ExP1 dataset.

<table>
<thead>
<tr>
<th></th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
<th>A5</th>
<th>A6</th>
<th>A7</th>
<th>A8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (ms)</td>
<td>0.2</td>
<td>0.4</td>
<td>0.6</td>
<td>0.8</td>
<td>1.0</td>
<td>1.2</td>
<td>1.4</td>
</tr>
<tr>
<td>LTD [14]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walking</td>
<td>0.2</td>
<td>0.4</td>
<td>0.6</td>
<td>0.8</td>
<td>1.0</td>
<td>1.2</td>
<td>1.4</td>
</tr>
<tr>
<td>Strolling</td>
<td>0.2</td>
<td>0.4</td>
<td>0.6</td>
<td>0.8</td>
<td>1.0</td>
<td>1.2</td>
<td>1.4</td>
</tr>
<tr>
<td>Discussion</td>
<td>0.2</td>
<td>0.4</td>
<td>0.6</td>
<td>0.8</td>
<td>1.0</td>
<td>1.2</td>
<td>1.4</td>
</tr>
</tbody>
</table>

satisfactorily obtain interpretability from the output pose sequence whereas the DST-GCN blocks in the input can extract relevant information regarding the input sequence.

**Interpretable-GCN layer.** We implement DST-GCN split into the Dynamic Spatial Graph Network (DSDGN) and Dynamic Temporal Graph Network (DTGN) that are controlled by a Gating Network (GaNet) as shown in 1b, F is set given the model size and is detailed in Section 4.2. The interpretable information from DST-GCN is located in the adjacency matrices of the GCNs. In contrast to most GCNs, we consider learning sample-specific connections in the adjacency matrix has a more meaningful representation and
### 4. Experimental Evaluation

#### 4.1. Datasets

Using a unique model to evaluate short- and long-predictions, same as [27, 29], we conducted experiments on widely used datasets: Human 3.6M [11], AMASS [26], and 3DPW [36]. Additionally, we analyzed multi-pose motion prediction using the ExPI dataset [8].

**Human 3.6M.** Consists of 15 different actions performed by 7 different actors per action. Following [27] and [7], we downsample the frame rate to 25Hz and use 22 joints from the overall subjects 1,6,7,8,9 for training, subject 11 for validation, and subject 5 for testing.

**AMASS.** Consists of a gathering of 18 existing datasets. We perform a frame rate down-sampling to 25Hz as in Human 3.6M. Then, following [34] and [2], we select 8, 4, and 1 (BMLrub) datasets for training, validation, and testing respectively. For each body pose, hand joints are discarded and we consider 18 joints for training from the 22 body joints, skipping 5 frames instead of 1.

**3DPW.** Consists of both indoor and outdoor actions, containing 51,000 frames captured at 30Hz. Following [34] and [2], we only use 3DPW to test the generalization of the models trained on AMASS.
The recent ExPI dataset contains 115 sequences of 2 professional couples performing 16 different dance actions. It is recorded in a multiview motion capture studio at 25 fps. Following [8], the experiments performed include two persons represented by 18 joints each one in all the 30K frames. We benchmark in both protocols for common and unseen action splits using the same settings.

4.2. Experimental results

**Metric.** The Mean Per Joint Position Error (MPJPE) is a widely adopted evaluation metric used in previous works [6, 19, 24] to compare two pose sequences and is described in Eq. (4). We evaluate our topology defined as $M$ and the number of channels in the hidden DST-GCN layers for various experiments, i.e. $M8$, $M16$, $M32$, and $M64$.

$$L_{MPJPE} = \frac{1}{J \times T} \sum_{t=1}^{T} \sum_{j=1}^{J} \| \hat{x}_{j,t} - x_{j,t} \|_2$$  

**(4)**

**Quantitative results.** We first compare our method with the SOTA approaches on the four datasets. Since we realized that some papers used another metric, which calculates the mean error across preceding frames with diverse normalizations, resulting in a lower error compared to the standard metric, we attempted to reproduce these outcomes whenever feasible implementations were obtainable. But our replication efforts relied solely on the standard metric defined in Eq. (4). While running these experiments, we found other noteworthy peculiarities in the literature: Firstly, some authors did not use all motion classes for comparison. Secondly, some authors sampled 256 samples from each motion class while others used the complete test sets. We chose to use the 256-sample variation, as it is more common in the literature and made more sense for a balanced test set. We present in Tab. 1 our model results compared to the benchmark architectures for H3.6M. Regrettably, we did not find an implementation for GAGCN [42].

In general, we observe that more complex actions such as “Purchase”, “Sitting Down”, “Posing” and “Walking Dog” yield lower performances for all methods since these “spontaneous movements” have large motion variations appear after the input sequence. Although we outperformed most of the SOTA models, we also obtained slightly lower but still comparable performance to MultiAttention and PGBIG models. But, these models are larger in both the number of parameters and demanding complexity as detailed in section 4.3. The newest MotionMixer [2] architecture obtains comparable results using only a feature mix while keeping a lower number of parameters. We also experimented with OOD samples by introducing 3D transformations and noise as adversarial examples to evaluate their impact on the models. Our model demonstrates its robustness on the test set against random rotation attacks (Fig. 4a) when compared to other models, and, performs slightly better than other models, for random noise attacks (depicted in Fig. 4b). This shows the importance of data augmentation in the overall robustness of the model against “natural perturbations”.

We also extend our experiments to the AMASS and 3DPW datasets as detailed in Tab. 4a. Our $M32$ and $M16$ models outperform previous works and $M16$ is comparable to MotionMixer. On AMASS, we observe that for some models, the error is similar for short-term predictions while differing more for long-term predictions. Interestingly, MotionMixer reduced significantly the short-term error but the long-term margin remains similar. We obtain a similar behavior to MotionMixer with our two models and assume that this is because of the nature of AMASS dataset which contains many complex samples that are not necessarily cyclic such as “Walking” action from H3.6M. On 3DPW dataset, we observe that long-term predictions differ more between models, and still $M32$ and $M16$ outperform previous approaches. We believe that this behavior happens due to spontaneous movements, even when we find some “Walking” motion in both datasets. GAGCN is not directly comparable to the other methods shown in the table.

Finally, we wanted to explore the multi-pose motion interaction in the new ExPI dataset and how CIST-GCN may behave in this situation. CIST-GCN was initially designed for single-pose predictions. However, it impressively reaches previous SOTA methods in both short-term and long-term. In Tabs. 2 and 3, our model outperforms other approaches by a short margin independent of the protocol type. But, our model complexity is only 0.76M on $M32$ compared to 8.5M from XIA model [8].

**Qualitative results.** In order to complement the quantitative results, we present in Fig. 2 the results of the $M32$
model for input sequences of the “walking” and “eating” classes from the H3.6M test set. The plot shows the samples with the lowest (left) and largest (right) errors with predictions of 80, 160, 320, 400, 560, 720, and 1000 ms. As we can see, the right side sample (OOD or most difficult case) is arguably very hard to predict without context knowledge, for example, “walking and raising your hand after the input period”. This might even be considered as unexpected behavior after the input sequence which is similar to an OOD.

4.3. Computational Complexity

We assess the trade-off between the performance and the approximated computational cost of SOTA architectures versus our model across 4 complexity configurations, as presented in Table 4b. We use the average MPJPE value as a performance reference next to a number of parameters and FLOPs approximation. We observe that our architecture has a lower number of parameters compared to most of the previous works and outperforms other approaches while being lightweight. However, due to the interpretable features implemented in our model, the number of FLOPs increased significantly due to the matrix multiplications and linear layers. Although M64 obtained the lowest error and overcomes previous works, it requires a large number of parameters and sometimes has convergence issues. We believe that the sum operator in the DST-GCN blocks can sometimes generate overflow or large gradients, making training unstable. Therefore, we focus on M32 for further analysis because of the accuracy-complexity trade-off. PGBIG and MotionMixer have the best MPJPE values from the SOTA models, however, the estimated complexity (FLOPs) for PGBIG is larger due to it requires a multi-stage architecture with intermediate targets whereas MotionMixer underperforms in terms of MPJPE by a small margin our model.

4.4. Implementation details

Our model was trained end-to-end and in a fully supervised manner using Eq. (4) as the loss function for all the experiments. We used data augmentation composed of random noises, rotations, scales, and translations. Inspired by scalable modeling, we control the model size by two hyperparameters, complexity, and the number of layers. We stack the DST-GCN module five times for the input but only apply the DST-GCN module once for the output layer as shown in Fig. 1a. The complexity was set on 8, 16, 32, and 64 for simplicity (details in supplementary material and our code).

5. Discussion

In this section, we focus on the M32 model. Additional details can also be found in the supplementary materials.

5.1. Feature importance vectors

We explore the significance of interpretations learned from the model by comparing them to another data representation, as depicted in Fig. 3. We concatenate all features’ importance obtained by every model layer. In contrast to the approach in GAGCN [42], where authors computed the average of 16 samples from 4 motion classes and plotted differences of the blending coefficients, we use the t-SNE algorithm to visualize the entire test set. This approach avoids interpretation bias, especially when certain classes share similar movements, as shown in Fig. 2. In Fig. 3, only pure 3D euclidean poses and corresponding feature importance representations are shown (see supplementary material for displacement representations). Our observation reveals that using pure input poses, as seen in Fig. 3a, results in a cluster-like distribution visualization for some motion sequences, while others exhibit less pronounced grouping and higher variance without distinct centroids. In comparison to other representations, Fig. 3b effectively shows well-grouped motion classes, while also unveiling instances of larger MPJPE located away from the centroids. This experiment found a similar grouping as in GAGCN [42] for “walking” and “sitting”. A similar interpretation could be seen in other representations using other grouping strategies. Quantitatively, we measured distances from points to centroids and found that our data representation was more accurate. We can also utilize average vectors for both the temporal and spatial domains to conduct soft clustering on movements. Also, given our architecture uses a global residual connection, the model indeed is learning displacements from the last input. This is particularly useful in inference since movements can be ambiguous sometimes, leading to instances where a sequence may exhibit a blend of multiple motion actions such as “walking” and
Figure 5. Normalized (0-1) and per-layer average adjacency matrices extracted from the CIST-GCN architecture in the spatial (left) and temporal (right) domains for (a) walking, and (b) other motion actions. The right parts display changes in the angles of movement.

Figure 6. Normalized (0-1) and per-layer average adjacency matrices for (a) “walkingtogether” and (b) “sitting” motion actions.

5.2. Feature Maps

After evaluating Fig. 3b, we observe that motion classes may behave as a mix of at least two motion classes. A qualitative analysis of the saliency maps shows us the motion behavior. Consistent with DSTD-GCN [7], the interpretable adjacency matrices are equivalent in some way to relation matrices. In Fig. 5a, we present the saliency maps, along with the spatial and temporal matrices, corresponding to walking actions, as well as the associated variations in movement angles (see supplementary materials for relative angle computation). We observe that when the input sequence comprises cyclic movements like walking, the temporal saliency maps (“tsgn-out” for the output) prominently feature values close to 0. On the other hand, the output spatial saliency maps (“dsgn-out”) present lower values when the right foot starts the cyclic movement before the left foot, we observe the opposite behavior when these spatial maps are mostly 1. We have observed that when the input sequence comprises cyclic movements like walking, the output temporal saliency maps (“tsgn-out”) prominently feature values close to 0. Conversely, the output spatial saliency maps (dsgn-out) exhibit lower values when the cyclic movement begins with the right foot before the left. By contrast, when the left foot begins the movement, the spatial maps predominantly display values near to 1. To broaden this analysis to additional motion classes, we observe in Fig. 5b that similar patterns persist in “tsgn-out” when the movement is cyclic, however, when the model predict static motions “tsgn-out” displays a prevalence of values near 1. Conversely, when we evaluate the averages of the input saliency maps (“tsgn-in” and “dsgn-in”), the patterns are faded in the hidden layers, making motion identification a challenging task. Sometimes, the saliency maps exhibit inconsistencies for the highest MPJPE values. The saliency maps should show the relation between frames and joints, however, it becomes apparent that the precise values are distributed across consecutive rows and columns. This phenomenon is evident when we present in Fig. 5 the saliency label alongside the map’s mean and standard deviation. Similar patterns are observed when input sequences are rotated or slightly scaled as shown in Fig. 6. Essentially, this shows that the matrices exhibit similarity for similar predictions, enabling us to derive comparable interpretations irrespective of the object’s position, orientation, or scale. Given our model forecasts displacements, the output layers contain more substantial and visually prominent information. Additional experiments are necessary to have a deeper comprehension of which layer(s) within our network transform input displacements into output displacements.

6. Conclusions and Future Outlook

We have introduced a novel architecture for human motion prediction using GCNs. The evaluations show that our approach obtains comparable and/or superior performance to SOTA models. As observed, our model is a robust approach not only for motion prediction but also for achieving a certain interpretability level. We discussed the effects of data augmentation and OOD data, also showed the robustness of our models against previous works. For future outlook, we plan to extend our study on adversarial attacks and OOD to have a deeper understanding of the feature maps and how the model complexity can be optimized.
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