Hyperbolic vs Euclidean Embeddings in Few-Shot Learning: Two Sides of the Same Coin
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Abstract

Recent research in representation learning has shown that hierarchical data lends itself to low-dimensional and highly informative representations in hyperbolic space. However, even if hyperbolic embeddings have gathered attention in image recognition, their optimization is prone to numerical hurdles. Further, it remains unclear which applications stand to benefit the most from the implicit bias imposed by hyperbolicity, when compared to traditional Euclidean features. In this paper, we focus on prototypical hyperbolic neural networks. In particular, the tendency of hyperbolic embeddings to converge to the boundary of the Poincaré ball in high dimensions and the effect this has on few-shot classification. We show that the best few-shot results are attained for hyperbolic embeddings at a common hyperbolic radius. In contrast to prior benchmark results, we demonstrate that better performance can be achieved by a fixed-radius encoder equipped with the Euclidean metric, regardless of the embedding dimension.

1. Introduction

Hyperbolic embeddings first appeared in machine learning as an inductive bias for representing data assumed to have a latent hierarchical structure [3, 5, 20], outperforming Euclidean-based approaches in community detection, link prediction and word embedding benchmarks [7]. Not long after, they were enthusiastically adopted by the computer vision community, finding applications in classification [12], zero-shot/few-shot learning [13, 16], contrastive learning [9, 15, 28], segmentation [10] and VAEs [17, 19, 24].

The theoretical motivation underlying their use stems from the fact that hyperbolic geometry can theoretically capture complex hierarchical features that are otherwise elusive in low-dimensional Euclidean space [3, 20, 21].

In spite of the promising empirical results reported in the computer vision literature thus far, ascertaining which tasks can benefit the most from hyperbolic geometry is not yet clear. Up until recently, even classical cross-entropy based image classification in the Poincaré ball model of hyperbolic space was hardly on par with its Euclidean counterpart, much less competing with successful non-computer vision applications. Recent research [12] has linked this performance gap to embeddings converging towards the boundary of the ball. There, the Riemannian gradient vanishes, which effectively brings the optimization to a halt. It is known that the hyperboloid model outperforms the Poincaré ball partly because it circumvents many such numerical issues when learning low-dimensional word embed-
have great difficulty in finding one single image that constitutes a ‘parent’ of the whole class. In this view, the best classifier should represent all images as leaves of a tree, in other words, at the same radius in the Poincaré ball.

2. Related work

The use of hyperbolic space in machine learning can be traced back to earlier works [2, 14] that set forth the hypothesis that complex networks may be thought of as discrete observations of a latent smooth metric space. For data points which are semantically meaningful and thus, amenable to being hierarchically categorized, hyperbolic geometry arises naturally as a consequence of node similarity distances. This duality between hierarchies, or more generally trees, and hyperbolic geometry was also shown by Sarkar [23] who proposed a combinatorial algorithm for embedding any tree in the Poincaré ball, while preserving the finite graph metric.

Symbolic data As a means to circumvent the limitations of Euclidean space in capturing complex symbolic patterns, Chamberlain et al. [3] described a hyperbolic version of the celebrated word2vec architecture [18] in the Poincaré ball model. The authors showed that community detection and node attribute prediction in low-dimensional hyperbolic space outperforms methods based on higher-dimensional Euclidean embeddings. Nickel and Kiela [20], adopting a similar model, reported similar findings for WordNet reconstruction and link prediction tasks. Unlike the former approach however, the authors derived a stochastic Riemannian optimization method. Subsequent work [21], motivated by the numerical hurdles presented by optimization in the Poincaré ball, proposed supplementing it for the Lorentz model, also known as the hyperboloid model. It was through the use of this model that Sala et al. [22] derived a matrix factorization-based hyperbolic multidimensional scaling algorithm (MDS) and Chami et al. designed hyperbolic graph convolutions [5].

Image recognition In image recognition, hyperbolic representation spaces have been employed with different end goals. One of them being the case wherein a hierarchy is established before-hand and the desiderata is for the representation space to be structured accordingly. Such was the basis for the zero-shot architecture proposed by Liu et al. [16], where WordNet was used as prior hierarchical knowledge of ImageNet, and its embeddings interpreted as class prototypes. Conversely, actual hyperbolic prototypical learning approaches have been set forth, such as ideal hyperbolic prototypes, proposed by Atigh et al. [1], making use of Busemann functions. More closely related to the original prototypical learning paper [25] is the work by Khrulkov et al. [13], where the authors retain the entire architecture,
replacing simply the Euclidean metric by the Poincaré one, which yielded superior results. Advances have also been made in classical image classification. Based on empirical evidence suggesting that hyperbolic networks were not on par with their Euclidean counterparts, Guo et al. [12] attributed this to gradient underflow arising from the inverse Riemannian metric tensor and proposed clipping the magnitude of the Euclidean features before these are projected to the hyperbolic manifold. Finally, hyperbolic space has also been applied to image segmentation [10], VAEs [17, 19, 24] and contrastive learning [9, 15, 28].

The remainder of this paper is organized as follows. In Section 3 we lay out a brief summary of hyperbolic geometry, namely the hyperboloid and Poincaré ball models. In Section 4 we put forward the reasoning behind why we should expect hyperbolic image encoders to behave similarly to fixed-radius Euclidean ones. Finally, we present empirical results to validate our approaches in Section 5 and draw concluding remarks subsequently.

### 3. Hyperbolic space

Much like Euclidean space, hyperbolic space is isotropic and completely defined by its constant curvature, which unlike the former is negative everywhere. Several isomorphic models of hyperbolic space exist and in the machine learning literature, the most commonly adopted are the hyperboloid, also known as the Lorentz model [5, 7, 21], and the Poincaré ball [1, 3, 12, 13, 20], obtained from a stereographic projection of the former.

Throughout this paper we will be working with the Poincaré ball model of hyperbolic space, which can be derived from the hyperboloid model as follows. Consider the Minkowski space $\mathbb{R}^{d,1} := \{x = (x_1, \ldots, x_{d+1}) \in \mathbb{R}^d \times \mathbb{R}\}$, together with the bilinear form (Lorentz pseudometric)

$$\langle x, y \rangle_L := \sum_{i=1}^{d} x_i y_i - x_{d+1} y_{d+1}. \quad (1)$$

The form $\langle x, x \rangle_L$ is known as a Lorentz quadratic form. While not positive-definite everywhere in $\mathbb{R}^{d,1}$ and thus, not a metric, it is positive-definite when restricted to the upper sheet of the $d$-hyperboloid

$$H^d_k := \{x \in \mathbb{R}^{d,1} | \langle x, x \rangle_L = \frac{1}{k}, x_{d+1} > 0\}, \quad (2)$$

with curvature $k < 0$. We can write $H^d_k$ in local coordinates $u_1, \ldots, u_d$ via the inclusion map $\phi: H^d_k \to \mathbb{R}^{d,1}$

$$\phi(u) := \left( u_1, \ldots, u_d, \sqrt{|u|^2 - \frac{1}{k}} \right). \quad (3)$$

**Poincaré model** The Poincaré ball model with sectional curvature $k < 0$, denoted as $P^d_k$, is obtained via the stereographic projection $\Pi: H^d_k \to \mathbb{P}^d_k$ of the $d$-hyperboloid through the origin (see Figure 2)

$$\Pi(x) := \left( \frac{x_1}{1 + \sqrt{-k}x_{d+1}}, \ldots, \frac{x_d}{1 + \sqrt{-k}x_{d+1}} \right). \quad (4)$$

This yields the ball

$$B^d_k = \Pi(H^d_k) = \{x \in \mathbb{R}^d : ||x||^2 < -\frac{1}{k} \}, \quad (5)$$

where the boundary corresponds to infinity. The metric tensor in the canonical basis of $\mathbb{R}^d$ is $\lambda(u)^2 I_d$, with $\lambda(u) = 2/(1 + k||u||^2)$. The inverse projection $\Pi^{-1}: P^d_k \to H^d_k$ takes the form

$$\Pi^{-1}(u) = \left( \lambda(u) u, \frac{1}{\sqrt{-k}} (\lambda(u) - 1) \right). \quad (6)$$

Since $\lambda(u) \to \infty$ as $||u||_2 \to 1/\sqrt{-k}$, for numerical reasons the effective radius of the ball is usually capped [8, 13] \textit{i.e.} for $\epsilon > 0$,

$$r_{\text{eff}} := \frac{1 - \epsilon}{\sqrt{-k}}. \quad (7)$$

The Poincaré exponential map at the origin $\text{Exp}_0(v): T\mathbb{P}^d_k \to \mathbb{P}^d_k$ allows us to project a tangent vector back to the ball. This map is the element responsible for converting an Euclidean neural network to a hyperbolic one and reads

$$\text{Exp}_0(v) = \tanh \left( \sqrt{-k} ||v||_2 \right) \frac{v}{\sqrt{-k} ||v||_2}. \quad (8)$$
Finally, the Poincaré geodesic (shortest-path) distance between any \( x \) and \( y \in P_k^d \) is given by

\[
d_{P_k}(x, y) := \frac{2}{\sqrt{-k}} \text{atanh} \left( \frac{\sqrt{-k}}{x \oplus y} \right),
\]

(9)

where \( \oplus \) denotes the Möbius addition,

\[
x \oplus y = \left( \frac{1 - 2k \langle x, y \rangle - k\|y\|^2}{1 - 2k \langle x, y \rangle + k^2\|y\|^2} \right) x + \left( \frac{1 + k\|y\|^2}{1 - 2k \langle x, y \rangle + k^2\|y\|^2} \right) y.
\]

(10)

**Poincaré image encoder** Given an Euclidean backbone \( f \) with parameters \( \theta \), we consider hyperbolic image encoders of the type

\[
h(x; \theta) = \text{Exp}^P_i \left( f(x; \theta) \right).
\]

(11)

The clipping strategy put forward in [12] consists of setting a maximum magnitude \( c \) for \( f(x; \theta) \), restricting the Poincaré ball to a ball with effective radius \( r_{\text{eff}} = \text{tanh}(\sqrt{-k}c)/\sqrt{-k} \). During training, for a suitable loss function \( L \), and letting \( z := h(x; \theta) \in P_k^d \), the Euclidean gradient \( \nabla_x L \) may be backpropagated as is (see implementation by [13]), or it may be converted to a Riemannian gradient via scaling by the inverse metric tensor \( \text{grad}_g L = \lambda(z)^{-1/2} \nabla_g L(z) \), as in [12].

4. Few-shot in the boundary

It is known that in hyperbolic neural networks, embeddings are prone to converge to the boundary of \( P_k^d \) (in practice, the effective radius \( r_{\text{eff}} \)). We focus on the fact that, from a measure concentration argument, at the dimensions typically employed in few-shot learning, hyperbolic embeddings should concentrate at the boundary, regardless of whether their magnitude is clipped.

**Hyperbolic prototypical learning** We assume an image dataset \( \mathcal{I} \) with \( C \) semantic classes. If \( M \) is a manifold and \( f_\theta : \mathcal{I} \to M \) an image encoder parameterized by \( \theta \), a typical prototypical learning approach [25] models the probability of \( z_i \) being of class \( c \) as

\[
p(c|z_i) = \frac{\exp(-d_M(w_c, f(z_i; \theta)))}{\sum_k \exp(-d_M(w_k, f(z_i; \theta)))},
\]

(12)

where \( w_c \in M \) is the centroid of the \( c \)-th class. In classical prototypical networks, the squared Euclidean norm \( \ell_2^2 \) is chosen as \( d_M \) [25]. In Poincaré networks, the geodesic distance (9) is used instead. For simplicity, let \( x_i = f(z_i; \theta) \) and assume we are optimizing over \( x \) instead of \( \theta \). The negative log-likelihood associated with the \( i \)-th image is then

\[
L_i = d_M(w_c, x_i) + \log \sum_k e^{-d_M(w_k, x_i)}
\]

(13)

and the loss is \( L = \sum_i L_i \). We can easily verify that \( L \) is unbounded below. Pick \( C \) directions in \( \mathbb{R}^d \), one for each class centroid \( w_c \). Then set the direction of each embedding to match that of its class \( x_i = rw_c \) for a certain \( r > 0 \).

The first term of (13) is automatically zero and the second goes to \(-\infty \) as the embeddings approach the boundary \( r \to 1/\sqrt{-k} \). This justification could just as well be applied to Euclidean space, with the difference that we would require the output of the encoder to be unbounded. This is not necessary in the Poincaré model. In fact, the Poincaré exponential map at the origin (8) used to map points from the tangent space \( \mathbb{R}^d \) back to the manifold, is a scaling factor that allows us to approach the boundary at an exponential rate.

**High-dimensional hyperbolic space** In \( d \)-dimensional Euclidean space, the ratio of the volume over the area of a ball decreases with \( 1/d \) i.e., in high-dimensional Euclidean space the volume is concentrated close to the surface. In hyperbolic space, the same thing happens.

**Proposition 1** (Hyperbolic measure concentration). For large \( d \), the volume of a hyperbolic ball is concentrated close to its boundary.

**Proof.** From III.4 [6], the volume of a hyperbolic ball of (hyperbolic) radius \( r \) is

\[
V_k(r) = \frac{2\pi^{d/2}}{\Gamma(d/2)} \int_0^r \frac{\sinh(\sqrt{-k}t)}{\sqrt{-k}} dt
\]

(14)

and its area is given by

\[
A_k(r) = \frac{2\pi^{d/2}}{\Gamma(d/2)} \left( \frac{\sinh(\sqrt{-kr})}{\sqrt{-k}} \right)^{d-1}.
\]

(15)

Hence,

\[
\frac{V_k(r)}{A_k(r)} = \left( \frac{\sinh(\sqrt{-kr})}{\sinh(\sqrt{-kr})} \right)^{1-d} \int_0^r \left( \frac{\sinh(\sqrt{-kt})}{\sqrt{-k}} \right)^{d-1} dt
\]

\[
= \int_0^r \frac{\sinh(\sqrt{-kt})}{\sinh(\sqrt{-kr})} dt.
\]

(16)

For any \( d > 1 \), the function \( \frac{\sinh(\sqrt{-kt})}{\sinh(\sqrt{-kr})} \) is convex for \( t > 0 \), and thus, for \( t \in [0, r] \), it is bounded above by \( t/r \). From

\[
0 \leq \left( \frac{\sinh(\sqrt{-kt})}{\sinh(\sqrt{-kr})} \right)^{d-1} \leq \frac{t^{d-1}}{r^{d-1}},
\]

(17)

the integral can be bounded above as

\[
\frac{V_k(r)}{A_k(r)} \leq \int_0^r \frac{t^{d-1}}{r^{d-1}} dt = \frac{r}{d}.
\]

(18)

Thus, \( \frac{V_k(r)}{A_k(r)} \to 0 \) as \( d \to \infty \). \( \square \)
Note that this result holds for hyperbolic space in general, namely the Poincaré ball and the hyperboloid models commonly employed in machine learning. These arguments lead us to our hypothesis: given the high dimensionality of the Poincaré ball used in the hyperbolic few-shot literature, embeddings should lie at, or close to, \( r_{\text{eff}} \). If this holds, it brings into question the hyperbolicity of the learnt representation space. In fact, a hyperbolic \((d-1)\)-sphere containing embeddings at \( r_{\text{eff}} \) from the origin is isometric to an Euclidean \((d-1)\)-sphere of radius

\[
\frac{2/\sqrt{-k} + 2r_{\text{eff}}}{1/\sqrt{-k} - r_{\text{eff}}}. \tag{19}
\]

This can be shown by attending to the fact that any \((d-1)\)-sphere in hyperbolic space with hyperbolic radius \( r \) is isometric to an Euclidean \((d-1)\)-sphere with radius

\[
\frac{1}{\sqrt{-k}} \sinh(r \sqrt{-k}).
\]

If embeddings lie at \( r_{\text{eff}} \) from the origin, their hyperbolic radius is

\[
\frac{1}{\sqrt{-k}} \log \left( \frac{1/\sqrt{-k} + r_{\text{eff}}}{1/\sqrt{-k} - r_{\text{eff}}} \right) \tag{20}
\]

and (19) follows. This isometry, in turn, implies that the representation space is not negatively curved.

**The Euclidean vs hyperbolic disparity** Assume our hypothesis holds and the embeddings all concentrate at \( r_{\text{eff}} \). While the metric (9) employed in prior work [11, 13] is hyperbolic, it only encodes the angular distance. In fact, consider two embeddings \( x, y \) in \( P_{k} \) such that \( \|x\|_2 = \|y\|_2 = r_{\text{eff}} \) and \( \angle (x, y) = \alpha \). The hyperbolic distance between them is

\[
d_{P^k}(x, y) = \frac{1}{\sqrt{-k}} \mathrm{acosh} \left( a + b \cos(\alpha) \right), \tag{21}
\]

where \( b = \frac{4kr_{\text{eff}}^2}{(1+kr_{\text{eff}})^2} \) and \( a = \left( 1-kr_{\text{eff}}^2 \right)^2 \) (see supplemental material), which up to a multiplicative factor, depends only on \( \theta \) and \( kr_{\text{eff}}^2 \). A comparison between this metric, the \( \ell_2 \) and the \( \ell_2^2 \) is shown in Fig. 3. As we observe on the rightmost plot, the derivative of \( d_{P^k} \) at \( \alpha \to 0 \) surges as we approach the boundary. As this happens, the penalty applied to the angular distance \( \alpha \) increases. Surprisingly, the Euclidean metric \( \ell_2 \) (center plot) is not that different from the hyperbolic. In fact, it becomes a good approximation far from the boundary. In contrast, consider the squared Euclidean distance \( \ell_2^2 \) depicted in the leftmost plot, often employed in prototypical networks since it defines a Bregman divergence [25]. Its derivative approaches 0 as \( \alpha \to 0 \).

Prior work conducted on hyperbolic prototypical learning benchmarked Euclidean space via \( \ell_2^2 \). Based on the previous paragraph, we propose instead fixed-radius Euclidean embeddings with the \( \ell_2 \propto \sqrt{1 - \cos(\alpha)} \) metric. Given a radius hyperparameter \( r = 1/\sqrt{k} \) \((k > 0 \text{ is a spherical curvature})\), and the Euclidean backbone \( f(\cdot; \theta) \), the embeddings fed to the prototypical loss (13) are computed as

\[
r \frac{f(x; \theta)}{\|f(x; \theta)\|_2}. \tag{22}
\]

As our experiments show, this Euclidean architecture is ahead of the hyperbolic few-shot state-of-the-art in most of the experiments conducted.

**5. Experiments**

We conducted our empirical evaluation in the CUB-200-2011 [27] and MiniImageNet [26] few-shot recognition tasks, in a prototypical learning regime.

**Architecture** We used a 4-layer ConvNet as backbone, with variable output dimension equal to \( d \). These embeddings were then projected to the Poincaré ball through the exponential map at the origin (8) and through magnitude rescaling in the Euclidean case (22). In the latter, the radius is a hyperparameter, similarly to the curvature in the former. In the 5-shot 5-way setting, Poincaré centroids are computed through the Einstein midpoint closed-form expression set forth in [13]. In the Euclidean and the fixed-radius case, the Euclidean centroid was used. In terms of preprocessing, instead of cropping a centered square patch and resizing it to \( 84 \times 84 \) during inference as done in [13], we padded the cropped bounding boxes in the case of CUB, and the original images in MiniImageNet, so as to obtain a square image and then resized them. All other data augmentations were the same and can be consulted in the supplemental material.

**Training** All encoders were trained for 200 episodes, where each episode consisted of 15 queries, each of which associated with \( s \)-shot and \( w \)-way images. Adam was used with an initial learning rate of \( 10^{-3} \) on CUB and \( 5 \times 10^{-3} \) on MiniImageNet. Similarly to prior work, a step LR scheduler was used (see supplemental material). Both on the CUB dataset and on MiniImageNet, we used the train-validation-test split from [13]. In the former, 100 classes were used for training, 50 for validation and 50 for testing, and the shot-way was the same for training and inference \( i.e., \text{1-shot 5-way and 5-shot 5-way} \). In the latter, the 100 class split was 64-16-20. The 1-shot 5-way model was trained in a 1-shot 30-way regime, and the 5-shot 5-way model in a 1-shot 20-way setting.

**Results** The CUB_200_2011 results are shown in Tables 1 and 2. Those of MiniImageNet are presented in Tables 3 and 4. Given that hyperbolic space is often praised for its ability to encode information in few dimensions, for each
dataset we present the test accuracy computed for four embedding dimensions $d = 128, 256, 512$ and 1024. For hyperbolic and fixed-radius architectures the minimum, average and maximum $\ell_2$ embedding norms are reported as $r_{\text{min}}, r_{\text{avg}}$ and $r_{\text{max}}$, respectively. The traditional Euclidean architecture used in the literature as the Euclidean baseline (ProtoNet) is denoted as $(\mathbb{R}^d, \ell^2_2)$, the Poincaré ball with curvature $k$ reads as $P^d_k$ and the proposed fixed-radius Euclidean embeddings as $(S^d, \ell_2)$. The curvatures used in the latter were 0.006, 0.002 in 1s5w, 5s5w (CUB) and 0.002, 0.0002 in 1s5w, 5s5w (Mini), respectively.

As posited, when $d$ increases the Poincaré embeddings approach the effective radius. In fact, plugging $c = 0.01$ in (7) we obtain $r_{\text{eff}} = 4.47$ for $k = -0.05$, $r_{\text{eff}} = 9.99$ for $k = -0.01$ and $r_{\text{eff}} = 14.13$ for $k = -0.005$. In the CUB dataset, the 5s5w training configuration avoids boundary saturation up to $d = 512$, however, the results are worse than the fixed-radius Euclidean architecture for the same dimensions. In MiniImageNet 5s5w, we observe embeddings not at the boundary for the largest dimension $d = 1024$ considered. That being the case, the test accuracy is higher than that obtained in lower dimensions with embeddings farther from $r_{\text{eff}}$. Note that in the two datasets considered, we observed the same Euclidean versus hyperbolic ProtoNet few-shot accuracy gap reported in prior work [12,13], especially in the 1s5w setting. However, the empirical advantage of hyperbolic representations no longer holds once normalized Euclidean embeddings together with the $\ell_2$-norm are introduced in the benchmark. In fact, even when Poincaré embeddings yield better results, the difference w.r.t fixed-radius embeddings is minor. Further, this is verified across all the dimensions considered, unlike e.g., graph or word embeddings where, in low dimensions, hyperbolic space offers a sizeable advantage.

Finally, results on the effect of magnitude clipping in high-dimensions for the CUB dataset are shown in Table 5. These experiments were performed for $d = 1024$, $k = -0.05$ and using Riemannian gradient as mentioned in the original paper. For each clipping value $c$, the corresponding effective ball radius can be obtained by plugging $c$ in the exponential map (8) and taking the $\ell_2$-norm. Thus, for $c = 2, 3$ and 4 we have 1.877, 2.618 and 3.191, respectively. We see the saturation effect occurring, especially for larger clipping values, where the test accuracy is coincidentally higher.

### 6. Discussion

As evidence by our results, in few-shot recognition, Euclidean embeddings do not perform worse than hyperbolic ones, as previously assumed. In fact, they can fare even better. This disparity with respect to the state-of-the-art can be
attributed to the fact that the benchmarks conducted in previous papers considered Euclidean networks endowed with the squared $\ell_2$-norm as a distance function, as originally proposed by Snell et al. [25]. We, on the other hand, used the $\ell_2$-norm and normalized the embeddings’ magnitude, resulting in a chordal metric on a sphere.

In order to interpret these results in light of the success that hyperbolic embeddings have had in other areas, one must take into account that the dimensions required to have reasonable few-shot classification accuracies, typically $d > 10^3$ [12, 13], are much higher than those used to embed words [3, 20], taxonomies or graphs [4, 5] in general. In addition, while in natural language one may argue that hyperbolicity arises naturally from the co-occurrence of symbols and hence the graph-like nature of the data, this property does not translate directly to the images. For instance, ImageNet is endowed with a taxonomy, inherited from the hypernymy and hyponymy relations in WordNet. The latter has been successfully embedded in low-dimensional hyperbolic space given its symbolic nature [16, 20, 21]. However, there may not be a unique visual representation of the abstract concepts in high-levels of this hierarchy. Only labels in leaf-nodes can be ascribed a unique image. In the case of balanced hierarchies or trees, from a symmetry standpoint, the embeddings of these leaf nodes are expected to lie at the same distance from the origin, akin to what is obtained for the image embeddings.

<table>
<thead>
<tr>
<th>$d$</th>
<th>Space $\mathbb{R}^d$</th>
<th>Test acc</th>
<th>$r_{min}$</th>
<th>$r_{avg}$</th>
<th>$r_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2$^7$</td>
<td>($\mathbb{R}^d$, $\ell_2^2$) $P_{d-0.05}$</td>
<td>78.95 ± 0.16</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$P_{d-0.01}$</td>
<td>79.17 ± 0.17</td>
<td>4.35</td>
<td>4.47</td>
<td>4.47</td>
</tr>
<tr>
<td></td>
<td>($\mathbb{S}^d$, $\ell_2$)</td>
<td>82.30 ± 0.15</td>
<td>8.07</td>
<td>9.59</td>
<td>9.87</td>
</tr>
<tr>
<td></td>
<td><strong>83.13 ± 0.14</strong></td>
<td><strong>22.36</strong></td>
<td><strong>22.36</strong></td>
<td><strong>22.36</strong></td>
<td></td>
</tr>
<tr>
<td>2$^8$</td>
<td>($\mathbb{R}^d$, $\ell_2^2$) $P_{d-0.05}$</td>
<td>80.14 ± 0.16</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$P_{d-0.01}$</td>
<td>80.58 ± 0.16</td>
<td>4.33</td>
<td>4.47</td>
<td>4.47</td>
</tr>
<tr>
<td></td>
<td>($\mathbb{S}^d$, $\ell_2$)</td>
<td>84.51 ± 0.14</td>
<td>9.89</td>
<td>9.99</td>
<td>9.99</td>
</tr>
<tr>
<td></td>
<td><strong>85.01 ± 0.14</strong></td>
<td><strong>22.36</strong></td>
<td><strong>22.36</strong></td>
<td><strong>22.36</strong></td>
<td></td>
</tr>
<tr>
<td>2$^9$</td>
<td>($\mathbb{R}^d$, $\ell_2^2$) $P_{d-0.05}$</td>
<td>79.95 ± 0.15</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$P_{d-0.01}$</td>
<td>81.04 ± 0.16</td>
<td>4.46</td>
<td>4.47</td>
<td>4.47</td>
</tr>
<tr>
<td></td>
<td>($\mathbb{S}^d$, $\ell_2$)</td>
<td>84.60 ± 0.14</td>
<td>9.90</td>
<td>9.99</td>
<td>9.99</td>
</tr>
<tr>
<td></td>
<td><strong>85.18 ± 0.14</strong></td>
<td><strong>22.36</strong></td>
<td><strong>22.36</strong></td>
<td><strong>22.36</strong></td>
<td></td>
</tr>
<tr>
<td>2$^{10}$</td>
<td>($\mathbb{R}^d$, $\ell_2^2$) $P_{d-0.05}$</td>
<td>78.83 ± 0.15</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$P_{d-0.01}$</td>
<td>81.06 ± 0.16</td>
<td>4.47</td>
<td>4.47</td>
<td>4.47</td>
</tr>
<tr>
<td></td>
<td>($\mathbb{S}^d$, $\ell_2$)</td>
<td>84.70 ± 0.14</td>
<td>9.99</td>
<td>9.99</td>
<td>9.99</td>
</tr>
<tr>
<td></td>
<td><strong>85.37 ± 0.14</strong></td>
<td><strong>22.36</strong></td>
<td><strong>22.36</strong></td>
<td><strong>22.36</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. CUB-200-2011 5-shot 5-way test results, 95% confidence intervals and embedding radii.

<table>
<thead>
<tr>
<th>$d$</th>
<th>Space $\mathbb{R}^d$</th>
<th>Test acc</th>
<th>$r_{min}$</th>
<th>$r_{avg}$</th>
<th>$r_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2$^7$</td>
<td>($\mathbb{R}^d$, $\ell_2^2$) $P_{d-0.05}$</td>
<td>49.11 ± 0.20</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$P_{d-0.01}$</td>
<td>49.10 ± 0.20</td>
<td>3.78</td>
<td>5.85</td>
<td>7.41</td>
</tr>
<tr>
<td></td>
<td>($\mathbb{S}^d$, $\ell_2$)</td>
<td>49.60 ± 0.20</td>
<td>2.78</td>
<td>3.53</td>
<td>4.15</td>
</tr>
<tr>
<td></td>
<td><strong>50.24 ± 0.20</strong></td>
<td><strong>22.36</strong></td>
<td><strong>22.36</strong></td>
<td><strong>22.36</strong></td>
<td></td>
</tr>
<tr>
<td>2$^8$</td>
<td>($\mathbb{R}^d$, $\ell_2^2$) $P_{d-0.05}$</td>
<td>49.14 ± 0.20</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$P_{d-0.01}$</td>
<td>49.25 ± 0.20</td>
<td>8.77</td>
<td>9.93</td>
<td>10.44</td>
</tr>
<tr>
<td></td>
<td>($\mathbb{S}^d$, $\ell_2$)</td>
<td>47.07 ± 0.19</td>
<td>7.54</td>
<td>8.05</td>
<td>9.43</td>
</tr>
<tr>
<td></td>
<td><strong>50.36 ± 0.20</strong></td>
<td><strong>22.36</strong></td>
<td><strong>22.36</strong></td>
<td><strong>22.36</strong></td>
<td></td>
</tr>
<tr>
<td>2$^9$</td>
<td>($\mathbb{R}^d$, $\ell_2^2$) $P_{d-0.05}$</td>
<td>48.84 ± 0.20</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$P_{d-0.01}$</td>
<td>45.59 ± 0.18</td>
<td>14.12</td>
<td>14.13</td>
<td>14.13</td>
</tr>
<tr>
<td></td>
<td>($\mathbb{S}^d$, $\ell_2$)</td>
<td>48.71 ± 0.19</td>
<td>9.98</td>
<td>9.99</td>
<td>9.99</td>
</tr>
<tr>
<td></td>
<td><strong>50.97 ± 0.19</strong></td>
<td><strong>22.36</strong></td>
<td><strong>22.36</strong></td>
<td><strong>22.36</strong></td>
<td></td>
</tr>
<tr>
<td>2$^{10}$</td>
<td>($\mathbb{R}^d$, $\ell_2^2$) $P_{d-0.05}$</td>
<td>49.10 ± 0.20</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$P_{d-0.01}$</td>
<td>49.19 ± 0.19</td>
<td>14.13</td>
<td>14.13</td>
<td>14.13</td>
</tr>
<tr>
<td></td>
<td>($\mathbb{S}^d$, $\ell_2$)</td>
<td>51.37 ± 0.20</td>
<td>9.99</td>
<td>9.99</td>
<td>9.99</td>
</tr>
<tr>
<td></td>
<td><strong>51.36 ± 0.20</strong></td>
<td><strong>22.36</strong></td>
<td><strong>22.36</strong></td>
<td><strong>22.36</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. MiniImageNet 1-shot 5-way test results, 95% confidence intervals and embedding radii.

<table>
<thead>
<tr>
<th>Clipping value</th>
<th>Test acc</th>
<th>$r_{min}$</th>
<th>$r_{avg}$</th>
<th>$r_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>62.21 ± 0.24</td>
<td>1.873</td>
<td>1.877</td>
<td>1.877</td>
</tr>
<tr>
<td>3.0</td>
<td>65.04 ± 0.24</td>
<td>2.618</td>
<td>2.618</td>
<td>2.618</td>
</tr>
<tr>
<td>4.0</td>
<td>66.26 ± 0.23</td>
<td>3.191</td>
<td>3.191</td>
<td>3.191</td>
</tr>
</tbody>
</table>

Table 5. Effect of feature clipping before the exponential map. CUB-200-2011 1-shot 5-way test results, 95% confidence intervals and embedding radii in $P^d_k$ for $d = 1024$ and $k = -0.05$. 
7. Conclusion

In this paper we set out to demonstrate that, contrary to widespread belief, hyperbolic embeddings are not necessarily better than Euclidean ones in few-shot learning. We showed that, in high-dimensional Poincaré balls, embeddings tend to saturate at the effective boundary. Consequently, the hierarchy-encoding property of hyperbolic space is lost and, in this situation, whatever accuracy hyperbolic few-shot classifiers have, can be ascribed to the angular separation of their representations. Based on this, we presented empirical results demonstrating that hyperbolic performance on two popular few-shot learning tasks can actually be matched and even improved upon via traditional Euclidean encoders with fixed-radius embeddings. We believe this work can open up new research directions on the design of more effective benchmarks for hyperbolic embeddings, as well as on the identification of computer vision applications wherein hyperbolic geometry presents an unambiguous advantage over Euclidean space.
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