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Abstract

Fully Test-Time Adaptation (TTA), which aims at adapting models to data drifts, has recently attracted wide interest. Numerous tricks and techniques have been proposed to ensure robust learning on arbitrary streams of unlabeled data. However, assessing the true impact of each individual technique and obtaining a fair comparison still constitutes a significant challenge. To help consolidate the community’s knowledge, we present a categorization of selected orthogonal TTA techniques, including small batch normalization, stream rebalancing, reliable sample selection, and network confidence calibration. We meticulously dissect the effect of each approach on different scenarios of interest. Through our analysis, we shed light on trade-offs induced by those techniques between accuracy, the computational power required, and model complexity. We also uncover the synergy that arises when combining techniques and are able to establish new state-of-the-art results.

1. Introduction

Deep neural networks perform well at inference time when test data comes from the same distribution as training data. However, they become inaccurate when there is a distribution shift [25]. This distribution shift can be caused by natural variations [14] or corruptions [9, 10]. Test-Time Adaptation (TTA) aims at addressing this problem by adapting a model pre-trained on source data to make better predictions on shifted target data [2, 13, 28]. In this work, we focus on the particular case of Fully Test-Time Adaptation (Fully TTA) [22, 30, 36]. In this setting, the adaptation is done source free and relies only on: i) a model pre-trained on data from a source domain and ii) unlabeled test data from a shifted target domain. Separating the training phase from the adaptation phase is particularly relevant for privacy-oriented applications where the training data is not available or can not be disclosed. Fully TTA is also online. Test data is received as a continuous stream and the model adaptation is done on-the-fly as data is received. This makes the setup more realistic and closer to real-world "in-the-wild" scenarios where information about potential distribution shifts or about the quantity of data to be received is not necessarily available.

Most of the recent solutions proposed to address Fully TTA are follow-ups of seminal work Tent [30] and aim at solving problems inherent to the online and unsupervised aspect of Fully TTA. For example, [32, 36] deal with the problem of the class imbalance data stream, [22, 35] improve the quality of the predictions used to adapt a model by selecting samples with a low entropy or leveraging the predictions of augmented samples and [18, 35, 35, 36] investigate different normalization to stabilize the adaptation
process. However, most of the tricks and techniques are presented in combination with others, which makes it difficult to identify their impact on the final model performance. Some techniques might already help when applied alone whereas others might only work or work better in combination with other tricks. As this area of research is very active and developing fast, we aim in this study at disentangling the impact of some techniques recently proposed and evaluate objectively their contribution to the performance of Fully TTA models. We also propose possible improvements in specific cases.

Contribution. To address the Fully Test-Time Adaptation problem, we analyzed the following techniques: i) Usage of batch renormalization or batch-agnostic normalization ii) Class re-balancing iii) Entropy-based sample selection iv) Temperature scaling. Those analyses were made considering small batch sizes (16 and below), which are closer to the potentially uncontrollable batch sizes of real-world scenarios. Our experimental results show that those techniques are already boosting the performance at test time when used alone, but that combining all of them leads to the best classification accuracy compared to a vanilla Tent method and 2 recent state-of-the-art methods on 4 different datasets. Additionally, to the accuracy improvement, the selected techniques also bring other interesting benefits like higher and more stable performance with small batch sizes and a reduced computational load by adapting the model with a reduced set of selected data.

The remainder of the paper is structured as follows. We conduct a literature review in Section 2. Then we analyze each trick separately in a different section: architecture design in Sec. 4, class rebalancing in Sec 5, sample selection in Sec. 6 and network calibration in Sec. 7 before showing results on combinations of tricks in Sec. 8 and results on other datasets in Sec. 9. Finally, we conclude about the presented work in Sec. 10.

2. Related Work

Test-time adaptation (TTA). Test-time adaptation assumes access to a pre-trained model and aims at leveraging unlabeled test instances from a (shifted) target distribution to make better predictions. Proposed methods usually employ one or a combination of the following techniques: self-training to reinforce the model’s own predictions through entropy minimization [30] or Pseudo-Labeling schemes [15], manifold regularization to enforce smoother decision boundaries through data augmentation [35] or clustering [4], feature alignment to mitigate covariate shift by batch norm statistic adaptation [16, 27], and meta-learning methods [6] that try to meta-learn the best adaptation loss.

TTA in the broader literature. Although recently introduced [30], TTA shares important motivations and similarities with earlier or concurrent settings that are source-free domain adaptation (SFDA) [3, 17, 34] and test-time training (TTT) [23, 28]. In SFDA, methods also leverage samples from the target distribution of interest but have no access to source data, and the evaluation is still done on held-out test data. In other words, TTA is the transductive counterpart of SFDA. On the other hand, TTT works by constructing an auxiliary task that can be solved both at training and adaptation time and therefore, unlike TTA, is not agnostic to the training procedure or to the model architecture.

Fully TTA. TTA is of particular interest for online applications, in which the model receives samples as a stream. Operational requirements for online applications break crucial properties of the vanilla TTA setting e.g. large batch size or class balance. Under such operational requirements, standard TTA methods degrade, underperforming the non-adapted baseline and even degenerating to random performance in some cases [4, 22]. Multiple regularization procedures have been proposed to address such shortcomings. Among them, (i) Improved feature alignment procedures that interpolate, between source and target statistics [18, 20, 36], thereby improving overall estimation and decreasing reliance upon specific test batches, (ii) Sample re-weighting [21, 36] to alleviate the influence of class biases, (iii) Improving loss’ intrinsic robustness to noisy samples, either encouraging convergence towards local minima [22] or preventing large deviations from the base model’s predictions [4, 21]. Recently, [29] explored the update of the model weights using Hebbian learning instead of just updating the BatchNorm layers. As this line of work grows, the current study provides an objective evaluation of how recently proposed ingredients translate into actual robustness for Fully TTA and quantifies the progress made so far, as well as pinpoints possible areas of improvement. A detailed comparison of the Fully TTA setting with the other TTA settings is available in the supplementary material.

3. Experimental Setup

In this section, we present the details of our experimental setup. Firstly, we introduce the datasets used, then the different methods we want to compare and the different models, and finally, we explain the evaluation metric and protocol. For reproducibility purposes, the links to the code and model weights used in our experiments are provided in the supplementary material.

3.1. Datasets

We evaluate the different methods on several datasets used by prior SFDA or TTA studies: (i) ImageNet-C [10]
is a variant of ImageNet [26] where 19 corruption types and 5 levels of severity were applied. For our experiments, we report results using 15 corruption types at the most severe level of corruption (level 5) and keep the 4 remaining extra (speckle noise, gaussian blur, spatter, and saturate) as "validation" corruptions to select hyperparameters following [36] and [22]. (ii) ImageNet-Rendition [9] consists of 30,000 images distributed in 200 Imagenet classes obtained by the rendition of ImageNet images like art, cartoons, tattoos, or video games. (iv) ImageNet-Sketch [31] is a dataset of 50,000 images distributed in all ImageNet classes and obtained by querying Google Images with "sketch of" where is the name of original ImageNet classes. Images are in the black and white color scheme. (v) Finally, VisDA2017 [24] is a dataset of over 72K images distributed in 12 ImageNet classes and containing a mix of synthetic and real domain images. In the sections where we analyze tricks (Class rebalancing Sec. 5, Sample Selection Sec. 6, Calibration Sec. 7, and Tricks combination Sec. 8), all experiments are done using ImageNet-C.

3.2. Methods

In this work, we chose to analyze the following tricks and methods: (i) Tent [30] is a seminal work in Fully Test-Time Adaptation and is the first work to use an entropy-based loss in the adaptation process. (ii) SAR [22] is a state-of-the-art method in Fully TTA and proposes a method to select the most useful samples based on their entropy. (iii) Delta [36] is also a state-of-the-art method in Fully TTA and focuses on addressing the problem of online class rebalancing. (iv) in our experimental setup, we call BoT the model combining the best tricks selected in the different experiments.

3.3. Models

In our experiments, we use different architectures depending on the datasets tested. In experiments with ImageNet-C, we follow [22] and use two variants of the ResNet50 architecture [8] and a ViT-Base/16 transformer architecture. The first ResNet50 variant (ResNet50-BN) uses batch normalization layers [12] whereas the second one (ResNet50-GN) uses group normalization [33] layers. The ViTBase/16 transformer uses layer normalization [1] and will be referred to as VitBase-LN. For experiments with VisDA2017, we follow [34] and [3] and use a ResNet101 architecture. The number of parameters of each architecture is available in the supplementary material.

3.4. Evaluation metrics

To evaluate the different approaches, we use the classification accuracy metric. To compute this metric, we follow [22] and [36] and consider the accumulated predictions of the test samples after each model update. In other words, we do not compute the classification accuracy on the whole test set after the model has seen all test samples but online after each batch. Results reported are averaged over 3 runs.

4. Architecture and Normalization

In this section, we investigate the influence of different architectures and normalization on the model performance. Normalization in particular has been an active area of research in the TTA literature. [36] shows that in the case of a distribution shift, normalization statistics are inaccurate within test mini-batches and the gradient of the loss can show strong fluctuations potentially destructive for the model. To address this issue, [18] proposes to combine linearly the statistics learned during training with the statistics computed at test time to reduce the gap between the source domain and the target domain. However, this method is not applicable in Fully TTA as it requires access to labeled source data to learn the linear combination in a post-training phase before using it at test time. [19, 35] also use a linear combination of the training statistics and the test statistics to handle the distribution shift. [36] adapts batch renormalization [11] to test-time adaptation. Batch normalization parameters are updated using a combination of the mini-batch statistics and moving averages of these statistics like in the original paper, but in the TTA context, statistics and moving averages are computed using test batches. Another way to address the issues inherent to batch normalization is to use group or layer normalization instead as investigated in [22]. As the normalization differs a lot between works, this study aims at disentangling its effect from other techniques used.

In our experiments, we follow [22] and use the following architectures: i) a ResNet50 with BatchNorm layers (ResNet50-BN) ii) a ResNet50 with GroupNorm layers (ResNet50-GN) iii) a VitBase/16 with LayerNorm layers (VitBase-LN) iv) to complete our pool of models to compare, we also include a variant of ResNet50-BN where batch normalization is replaced by batch renormalization (ResNet50-BReN).

Experimental results In Fig. 2, we observe that the performance of Tent method on a ResNet50-BN architecture is dropping when the batch size is becoming small, with a particularly low performance when the batch size is 2 (5.53% accuracy) or 1 (0.14% accuracy). Intuitively, those results can be explained by the fact that batch normalization layers are normalizing the weights based on the statistics of the current batch. When the batch becomes too small, the statistics computed have a high variance, are not representative anymore of the test distribution and are not informative enough about the domain shift. However, we see that using batch renormalization instead of standard batch normalization improves the performance of a ResNet50 model and avoids a complete collapse of the model when the batch size is 1. Also in Fig. 2, we observe that Tent performance on
architectures with batch-agnostic normalization layers such as GroupNorm or LayerNorm is more stable and less impacted by a reduction of the batch size.

5. Class rebalancing

In this section, we explore the problem of online class imbalance in the context of Fully TTA. This problem is strongly relevant in this setting as data is received as a continuous stream. In this case, there is no guarantee that classes will appear in a balanced way or that different classes will appear in a given batch, especially when the batch size becomes much smaller than the total number of classes in the dataset. Imbalanced data can be particularly detrimental to the model performance as shown in [22, 32, 36] and can lead in extreme cases to a model collapse to trivial solutions like assigning all samples to the dominant class.

To evaluate methods in regard to this problem, we consider two approaches. In the first one, we follow the setup proposed in [22]. In this setup, the online imbalanced label distribution shift is simulated by controlling the order of the input samples using a dataset generated using the following sampling strategy: a probability vector \( Q_t(y) = [q_1, q_2, \ldots, q_K] \) is defined, where \( t \) is a time step and \( T \) is the total number of steps and is equal to \( K \) the total number of classes, and \( q_k = q_{\text{max}} \) if \( k = t \) and \( q_k = q_{\text{min}} \triangleq (1 - q_{\text{max}})/(K - 1) \) if \( k \neq t \). The ratio \( q_{\text{max}}/q_{\text{min}} \) represents the imbalance ratio. For ImageNet-C, at each time step \( t \in \{1, 2, \ldots, T = K\} \), 100 images are sampled using \( Q_t(y) \) and so in total, the dataset contains 100x100 images. An imbalance factor of 500000 is represented in Fig. 3 as \( \infty \) and represents a setup very close to the adaptation of the model one class after the other. Then, in a second approach, we investigate the evolution of the classification accuracy of different models simply in function of the batch size. We consider small batch sizes already as a factor of online class imbalance as not all classes can be present in the same batch.

We compare three methods: i) Tent without any class rebalancing method is used as baseline. ii) SAR [22] is not a class rebalancing method per se but the sample selection method introduced in this work is presented as a way to address the class imbalance problem by the authors. iii) DOT is an adaptation of the class-wise reweighting method proposed in [5] adapted to the context of test-time adaptation in [36]. The idea of DOT is to estimate the class frequencies in the test set by maintaining a momentum-based class-frequency vector \( z \in \mathbb{R}^K \) where \( K \) is the total number of classes, based on the prediction of the model of each sample seen previously. At inference time, each new sample receives a weight in function of its pseudo label and the current \( z \) vector. A sample belonging to a rare class will receive a higher weight than a sample from a class seen more often. The DOT algorithm is detailed in the supplementary material.

Experimental results In Fig. 3, we can observe the following: i) On the ResNet50-BN architecture, the performance of all methods and for all batch sizes is dropping when the imbalance factor is increasing. Batch normalization does not seem to be a suitable normalization method when the test set is unbalanced ii) The performances of Tent and SAR are more stable when the imbalance factor varies on the ResNet50-GN architecture. On this architecture, DOT is the most performing method when the batch size is still high and the imbalance factor is still low. However, DOT performance is dropping drastically when the batch size becomes very small or the imbalance factor is very high. iii) Best performances are obtained by the VitBase-LN architecture. Performances are stable for all methods when the imbalance factor increases for a batch size of 16 or 8 but decrease when the imbalance factor increases for lower batch sizes. Our main takeaways from Fig. 3 are that group normalization and layer normalization are less sensitive than batch normalization to imbalance classes and that even if DOT and SAR are both performing better than Tent, the sample selection of SAR yields more stable performances in the case of small batch sizes and stronger class imbalance factor.

In Fig. 4, we observe that the performance of all methods on ResNet50-BN is dropping when the batch size decreases. On ResNet50-GN and VitBase-LN, the classification accuracy remains stable when the batch size decreases for all models, DOT yielding the best results except when the batch size is 1. This particular case is explained in the next paragraph. Our main takeaways from Fig. 4 are that architectures with group or layer normalization are more suitable to handle small batch sizes and that the class rebalancing method DOT is performing better than the sample selection method SAR for small batch sizes greater than 1.
In the previous sections, we explored standard mechanisms to address covariate shift (through normalization) and label shift (through class rebalancing). In this section, we go one step further and explore mechanisms that cast TTA as a noisy learning problem. In particular, we explore the sample selection method first proposed in [21] and analyzed more thoroughly after in [22]. The main idea of this method is to select only reliable samples for the model adaptation.

### 6. Sample selection

In the previous sections, we explored standard mechanisms to address covariate shift (through normalization) and label shift (through class rebalancing). In this section, we go one step further and explore mechanisms that cast TTA as a noisy learning problem. In particular, we explore the sample selection method first proposed in [21] and analyzed more thoroughly after in [22]. The main idea of this method is to select only reliable samples for the model adaptation.

**Single point learning for DOT method** In Fig. 4, we observe that in the specific case of batch size 1, the performance of DOT drops to the level of Tent. This is because in DOT, the weight of each sample in a batch is normalized by the sum of all weights of this batch. So, when the batch size is 1, the sum of the weights of the batch is equal to the weight of the single sample of the batch. Thus, the normalization of the weight of this single sample by the sum of all weights of the batch gives a weight of 1 and brings back to the same loss formulation as Tent. To address this issue, we propose to approximate the weight of a single sample in this particular case as if it was part of a bigger batch of size N. This approach does not require any additional processing time as we can still infer the class of an input test sample immediately and it is very cheap in terms of memory as we do not need to save any sample in a queue but just the weights of the N previous samples, which are only scalars. In Tab. 1, we analyze the impact of a buffer of different sizes on Tent performance on different architecture when the batch size is 1. We can see that an additional buffer of size 2 yields a significant performance improvement. Higher buffer sizes can lead to noisy sample weights and yield no additional improvement on ResNet50-BN or a performance decrease on ResNet50-GN and VitBase-LN.

![Figure 3. Impact of Imbalance Factor, Architecture, and Batch Size on classification accuracy of different methods on ImageNet-C. On ResNet50-BN, the performance of all models decreases when the imbalance factor increases. On ResNet50-GN, DOT, and SAR are more efficient than Tent, but SAR is more stable with very small batch sizes and stronger imbalance factors. On VitBase-LN, Tent performs lower than DOT and SAR with a batch size 4 and a moderate imbalance factor. However, DOT and SAR performance is dropping significantly for small batch sizes and strong imbalance factors. The number after the architecture in the legend is the batch size.

![Figure 4. Impact of Architecture and Batch Size on the classification accuracy of different methods on ImageNet-C. Batch-agnostic normalizations like group or layer normalization are more suitable to handle small batch sizes. Moreover, in this scenario, the class rebalancing method DOT is performing better than the sample selection method of SAR.](image)

<table>
<thead>
<tr>
<th>Batch Size</th>
<th>DOT</th>
<th>DOT+buff=2</th>
<th>DOT+buff=4</th>
<th>DOT+buff=8</th>
<th>DOT+buff=16</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet50-BN</td>
<td>23.91±0.06</td>
<td>38.94±0.06</td>
<td>38.32±0.06</td>
<td>36.23±0.06</td>
<td>34.13±0.06</td>
</tr>
<tr>
<td>ResNet50-GN</td>
<td>50.89±0.04</td>
<td>54.15±0.06</td>
<td>50.56±0.04</td>
<td>46.39±0.06</td>
<td>42.13±0.06</td>
</tr>
</tbody>
</table>

**Table 1. Impact of Additional Buffer on Tent performance on different architecture on ImageNet-C in the single point learning scenario.** An additional buffer of size 2 yields a significant performance improvement. Higher buffer sizes can lead to noisy sample weights and yield no additional improvement on ResNet50-BN or a performance decrease on ResNet50-GN and VitBase-LN.

In the previous sections, we explored standard mechanisms to address covariate shift (through normalization) and label shift (through class rebalancing). In this section, we go one step further and explore mechanisms that cast TTA as a noisy learning problem. In particular, we explore the sample selection method first proposed in [21] and analyzed more thoroughly after in [22]. The main idea of this method is to select only reliable samples for the model adaptation.
Indeed, in [22], authors show that samples with high entropy are more likely to have a strong and noisy gradient potentially harmful to the model performance. Furthermore, low-entropy samples contribute more to the model adaptation than high-entropy ones. However, there is no easy way to directly filter out samples with a strong gradient from the optimization process. So, instead, an entropy-based filtering method was proposed. More precisely, a threshold entropy $E_0$ is defined as the maximum entropy $\log K$ multiplied by a factor $F$, which is a scalar with a value between 0 and 1, 1 meaning no selection at all. All samples with an entropy below this threshold $F \log K$ are kept whereas the others are discarded when computing the loss value to update the model. Formally, this filtering method can be expressed as a sample selection function $S$:

$$S(x) = \mathbb{I}_{\{E(x; \Theta) < E_0\}}(x)$$

where $\mathbb{I}_{\{\cdot\}}(\cdot)$ is an indicator function, $E(x; \Theta)$ is the entropy of sample $x$, and $E_0$ is a threshold predefined as:

$$E_0 = F \log K$$

where $K$ is the total number of classes in the dataset and $F$ is a real number in $[0; 1]$.

Experimental results In Fig. 5, we can see that fine-tuning the selection threshold via factor $F$ can lead to a significant increase in the performances in all cases. We also observe that in the case of smaller batch sizes, the optimal value for $F$ is smaller than the value of 0.5 recommended in [22] for a batch size of 64. Moreover, as mentioned in [22], another advantage of this method is that it requires less computational power to perform the adaptation as fewer samples are used in the optimization. e.g. for the Gaussian noise corruption, severity level 5, on ResNet50-GN and an entropy factor $F$ of 0.4, the model forward passes 50K samples but keep less than 13K after selection for the backward pass, which is only 26% of the whole dataset.

7. Calibration

In this section, we investigate the problem of network calibration in the context of Fully TTA. The calibration of classification networks is a measure of the confidence of the predictions. It is of utmost importance in the context of Fully TTA as it impacts directly the predictions entropy. Temperature scaling is one technique introduced in [7] to improve the calibration of under- or overconfident neural networks by correcting the logits in the softmax function. Formally, it is expressed as:

$$softmax_{\tau}(z)_i = \frac{e^{z_i/\tau}}{\sum_{j=1}^{K} e^{z_j/\tau}}$$

where $\tau$ is the temperature scaling factor, $z$ is the logits vector of an input sample, $i$ is a class index and $K$ is the total number of classes. A $\tau$ value above 1 will lead to a higher entropy with a flattened distribution of the model predictions whereas a $\tau$ value smaller than 1 will lead to a low entropy with a more peaky predictions distribution. In the context of test-time adaptation, [6] shows that using temperature scaling improves the model accuracy after adaptation when using an entropy minimization-based method. [15] also shows that when meta-learning the optimal loss for test-time adaptation, the result is an entropy minimization loss with a temperature scaling factor. To determine the temperature scaling factor in our experiments, we follow [36] in the way to select hyperparameters using the 4 Imagenet-C validation corruptions. For each network architecture, we select the temperature scaling factor $\tau$ for each validation corruption using a grid search on values between 0.5 and 1.5 with a step of 0.1 and keep the average of the 4 values.

For the 3 network architectures considered, we obtain a temperature scaling factor of 1.2, which means that without correction, the models are too confident in their predictions.

Experimental results In Tab. 2, we observe that applying temperature scaling during adaptation leads to an increase in Tent performance on ResNet50-BN and VitBase-LN. On ResNet50-GN, the mean is slightly lower, but the standard deviation is significantly reduced, which means overall a better performance in terms of statistical significance. The performance increase is not very high when using temperature alone. However, we will see in Sec. 8 that it leads to higher performance when combined with other tricks.
8. Tricks combinations

In this section, we investigate the performance of Tent using different combinations of the tricks presented in the previous sections. For ResNet50-BN, we consider the usage of batch renormalization as an essential trick when dealing with very small batch sizes as presented in Sec. 4 and always integrate it in the different tricks combinations tested. In the ResNet50-BN section of Tab. 3, we report first the results already presented in Fig. 2 to see the performance improvement with batch renormalization. Then we consider all the possible combinations of 2 of the tricks presented and finally, we consider the combination of all the tricks. For ResNet50-GN and VitBase-LN, we also present results considering all the possible combinations of 2 of the tricks presented previously and then combining all the tricks.

Experimental results In Tab. 3, we observe that when using a ResNet50-BN network, the best pair of tricks is the class rebalancing method DOT combined with the entropy-based sample selection. The best results overall are obtained when using this pair with a temperature scaling factor, in other words when using all tricks together. In this case, compared to Tent, we obtain an average improvement of +17.08% accuracy over all batch sizes. In the case of a ResNet50-GN architecture, the best pair of tricks is class rebalancing combined with the temperature scaling factor. Surprisingly, combining temperature scaling with sample selection is performing better than vanilla Tent but much lower than other pairs of tricks. We assume that as the temperature scaling is changing the entropy of the test samples, a finer tuning of the sample selection margin should be done to ensure that samples useful for the model adaptation are not discarded. The best performances are obtained using all tricks. In this case, we obtain an average improvement of +19.92% accuracy over all batch sizes compared to Tent. When considering the VitBase-LN architecture, we can see that the two pairs of tricks class rebalancing and temperature and class rebalancing and sample selection are close over all the batch sizes and yield the best results of the pairs of tricks. The overall best results are obtained when combining all tricks. Doing this leads to an average improvement compared to Tent of +7.66% over all batch sizes. Our main takeaway for this series of experiments is that the best results are obtained when combining all tricks (class rebalancing, sample selection, and temperature scaling), and this for the 3 architectures and the different batch sizes considered. Among the different architectures, VitBase-LN has the best classification accuracy in all the different setups.

9. Comparison to other methods and on other datasets

In this final experimental section, we compare the performance of BoT (i.e. Tent with all the tricks presented in this article) to a vanilla Tent and 2 state-of-the-art methods, SAR [22] and Delta [36]. This comparison is performed on different network architectures and different datasets: ResNet50-BN, ResNet50-GN, VitBase-LN for ImageNet-C, ImageNet-Rendition and ImageNet-Sketch, and ResNet101 for VisDA2017.

Experimental results In Tab. 4, we can see that on the ImageNet-C dataset, BoT obtains better results than a vanilla Tent, and the two state-of-the-art methods for all the batch sizes considered. Interesting to see is the collapse of SAR performance for very small batch sizes (2 and 1) on ResNet50-BN that we do not observe with Delta due to the usage of batch renormalization. If the performance increase by using all the tricks is not significant on ResNet50-BN (+0.78% accuracy on average versus Delta), it is much more noticeable on ResNet50-GN (+4.31% ac-
Table 4. Results on ImageNet-C. BoT obtains better results than Tent and the 2 state-of-the-art methods in all cases. If the performance increase of BoT is not significant on ResNet50-BN (+0.78% accuracy in average versus Delta), it is much more noticeable on ResNet50-GN (+4.31% accuracy in average versus Delta) and VitBase-LN (+1.53% accuracy in average versus Delta).

Table 5. Results on ImageNet-Rendition. The performance increase of BoT compared to Delta is similar on ResNet50-BN and ResNet50-GN (respectively +0.85% and +0.87% accuracy) but reaches +1.23% accuracy on VitBase-LN.

Table 6. Results on ImageNet-Sketch. BoT performs best in all cases. The performance increase of BoT versus Delta is +0.72% accuracy on ResNet50-BN, +1.32% accuracy on ResNet50-GN, and +1.03% accuracy on VitBase-LN.

Table 7. Results on VisDA2017. Delta performs better than Tent and SAR but not as good as BoT. The performance improvement of BoT versus Delta is +0.36% accuracy and +4.75% versus Tent on ResNet101.

10. Conclusion

In this work, we addressed the Fully-Temp-Time Adaptation problem when dealing with small batch sizes by analyzing the following tricks and methods: i) Usage of Batch renormalization or batch-agnostic normalization ii) Class re-balancing iii) Entropy-based sample selection iv) Temperature scaling. Our experimental results show that if those tricks used alone already yield an improved classification accuracy, using them in pairs is even better, and the best results are obtained by combining them all. By doing that, we significantly improve the current state-of-the-art across 4 different image datasets in terms of prediction performances. Furthermore, the selected tricks bring additional benefits concerning the computational load: i) Using group normalization instead of batch normalization in ResNet50 yields more stable results for the same number of total parameters ii) Using the entropy-based sample selection improves the adapted model performance by using fewer samples. We hope that this study will be useful for the community and that the presented tricks and techniques will be integrated into future baselines and benchmarks.
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