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Figure 1. Low-light image reconstruction methods often are not able to recover the fine detail necessary for high-level tasks. We propose
a diffusion model to reconstruct not only suitable well-lit images, but also fine details required for text recognition. Here, we recover fine
details around lettering, allowing downstream models to accurately identify text. Red and green signify incorrect and correct predictions,
respectively. White text is ground truth.

Abstract

Capturing images is a key part of automation for high-
level tasks such as scene text recognition. Low-light con-
ditions pose a challenge for high-level perception stacks,
which are often optimized on well-lit, artifact-free images.
Reconstruction methods for low-light images can produce
well-lit counterparts, but typically at the cost of high-
frequency details critical for downstream tasks. We pro-
pose Diffusion in the Dark (DiD), a diffusion model for
low-light image reconstruction for text recognition. DiD
provides qualitatively competitive reconstructions with that
of state-of-the-art (SOTA), while preserving high-frequency
details even in extremely noisy, dark conditions. We demon-
strate that DiD, without any task-specific optimization,
can outperform SOTA low-light methods in low-light text
recognition on real images, bolstering the potential of dif-
fusion models to solve ill-posed inverse problems. Our
code and pretrained models can be found on https:
//ccnguyen.github.io/diffusion-in-the-

dark/.

1. Introduction

Task automation has become ubiquitous. From the read-
ing of license plates on highways to identifying groceries in
a self-checkout line, automated tasks, powered by artificial
intelligence, are everywhere and extremely reliant on visual
cues, such as RGB images. However, real-world imaging is
subject to noisy conditions, optical blurs, and other aberra-
tions that make downstream applications challenging. No-
tably, image post-processing pipelines used to improve the
quality of these images are often designed to fulfill percep-
tual and aesthetic requirements, as decided by a human ex-
pert. While these images may be useful for observation,
said post-processing can fail to preserve high-frequency de-
tails, which may not be necessary for viewing pleasure but
are critical for downstream applications, such as text recog-
nition.

This WACV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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A particular challenge arises in low-light conditions.
Low-light images can have extremely low-photon counts,
making it difficult to resolve the low signal-to-noise ra-
tios [9, 84]. Convolutional neural networks (CNNs) have
emerged as useful tools for low-light reconstruction [10,
22, 50, 53, 83]. However, they are not very robust in low
light as they fail to hallucinate details when there is very
low signal to work from. Generative models, on the other
hand, have proven successful at recovering signals from
low light, thanks to their ability to model a distribution of
well-lit images. These include generative adversarial net-
works (GANs) [33] and normalizing flows [78]. These
methods are often designed to recover aesthetics, as seen
in LLFlow [78] in Figure 1. We seek a method that not only
recovers a well-lit image, but one that reconstructs high-
frequency details useful for high-level tasks, such as text
recognition. We focus on text recognition specifically be-
cause it requires fine details more so than other tasks, such
as segmentation, as the goal is to predict entire words cor-
rectly.

Among the classes of generative models are diffusion
models [28, 70, 71], which iteratively denoise from ran-
dom noise to reconstruct desired data samples. Compared
to other generative models, diffusion models are stable in
training and provide diversity in reconstructions, which al-
lows a higher probability of reconstructing an optimal sig-
nal. Thus, we propose Diffusion in the Dark (DiD), a
diffusion-based method for low-light image reconstruction.
We train a diffusion model to reconstruct well-lit images
that not only are aesthetically pleasing but also preserve
fine-grain detail necessary for text recognition better than
state-of-the-art (SOTA) low-light methods do. Specifically,
we make the following contributions:

• We introduce a novel low-light reconstruction method
for text recognition using a conditional diffusion
model. DiD can reconstruct images at different resolu-
tions, while training only on patches, reducing training
time and computational cost.

• We introduce key normalizations for training diffusion
models on extremely dark or right-tailed data.

• Through evaluations of baselines and ablation studies,
we demonstrate that DiD provides the best reconstruc-
tion of low-light images for text recognition, without
any task specific design, when compared to that of
SOTA reconstruction methods, while not reducing the
aesthetic quality.

Without optimizing for a specific task, we demonstrate that
DDPMs can reconstruct high-frequency detail better than
exisiting generative models, and they show promise for
other high-level tasks. DiD provides competitive quantita-
tive results with the SOTA and consistently preserves high-

frequency details in extremely dark, noisy conditions. We
also show DiD performs well in reconstructing from un-
seen, real low-light scenes.

Diffusion models offer a new promising avenue for im-
age reconstruction, one that is easy to train and can obtain
better sample quality [16] over other generative models. It
is vital to understand their potential and limitations in cor-
ner cases, such as low light.

As more images are consumed by high-level perception
stacks, we must examine how to better design reconstruc-
tion methods for complex tasks, and our work provides an
encouraging step in that direction.

2. Related Work
Low-light image enhancement. Classical low-light re-

construction methods include histogram equalization-based
methods [1,32] and Retinex-based methods [21,23,43,59].
The former performs a global transformation of an image
using color histograms, while Retinex-based methods de-
compose light into reflectance and illuminance properties
and use these as bases for reconstruction. Burst averag-
ing can also be used to mitigate noise in low-light scenar-
ios [25, 45, 48, 54], but these methods typically require ex-
tensive alignment procedures during post-processing to pre-
vent ghosting artifacts and multiple photos. We opt to do
single-image reconstruction.

Newer approaches use deep learning to not only advance
aforementioned classical methods [22, 47, 75, 83], but also
bring new levels of robustness against extreme noise in low
light. Zhang et al. [95] use a network, KinD, to decou-
ple illumination and reflectance. To fix non-uniform light-
ing artifacts in KinD, Zhang et al. [94] developed KinD++,
which uses multi-scale attention. Wang et al. [78] devel-
oped LLFlow, using normalizing flows to capture the man-
ifold of well-lit images by mapping them to a Gaussian
distribution. Given the difficulty of acquiring paired low-
light/well-lit images, Jiang et al. [33] propose an unsuper-
vised GAN, using a global-local–focused discriminator and
self-regularizing attention maps. Zhou et al. [96] perform
low-light reconstruction in conjunction with deblurring to
address both problems. Concurrent with our work, Yuan
et al. [90] use conditional Denoising Diffusion Probabilis-
tic Models (DDPMs) with stochastic corruptions during
training to enhance night sky appearance on a small-scale
dataset. Their method focuses on hallucinating plausible
star appearances, while we focus on recovering exposures
and white balancing for visually appealing, diverse scenes.

Diffusion models. Diffusion models are a rising form
of probabilistic generative models which can generate di-
verse, high-resolution images [16]. Diffusion models take
many different forms including DDPMs [28], score-based
generative modeling [71], and stochastic differential equa-
tions [73]. They all follow similar processes: a forward
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process which gradually adds noise to clean samples drawn
from a prior distribution and a reverse process which re-
verses the corruption process to recover plausible samples
from noise. Diffusion models have been successful at many
challenging image-based tasks such as unconditional im-
age generation [63], inpainting [6, 37, 51, 65], coloriza-
tion [37, 65], image segmentation [2, 5], and medical imag-
ing [72, 86]. We refer the reader to a survey [14] for more
applications. Diffusion models offer an attractive alterna-
tive to other generative models, such as GANs and varia-
tional autoencoders (VAEs), thanks to their stability in train-
ing and ability to learn strong priors [16, 58]. We focus on
DDPM, which uses a U-Net [64], simplifying the need for
task-specific, tedious architecture design [65].

We highlight that generative models are known to
generally perform worse on traditional metrics such as
PSNR/SSIM. An L2 loss minimizes mean squared error
(MSE), which conveniently maximizes PSNR. However,
probabilistic generative models optimize for learning a rep-
resentative distribution rather than learning a determinis-
tic solution [31, 74], which would maximize MSE. Thus,
we are not optimizing for high PSNR/SSIM, nor do we ex-
pect that predictions from generative models provide the
best PSNR/SSIM. It is well known that MSE, and there-
fore PSNR, cannot capture perceptual similarities [18, 24,
68, 79–81]. Higher PSNR also does not necessarily cor-
respond to greater photorealism [11, 42]. LPIPS [92] and
FID/KID [8, 27] are more representative metrics. However,
generative models are able to predict a wide range of ex-
posure levels, and LPIPS is sensitive to different exposure
levels, despite many exposure levels providing reasonable
reconstructions. See the supplement for more details.

Domain transfer to text recognition. Past works have
demonstrated that perceptual metrics such as PSNR/SSIM
are not indicative of success in downstream high-level tasks,
such as image classification and segmentation [17]. Task-
specific imaging is an emerging paradigm, combating do-
main shift that high-level models experience on degraded
images [39, 61, 77]. Diamond et al. [17] demonstrate that
optimizing for perceptual metrics specifically can throw
away details necessary for successful classification.

Modern scene text recognition (STR) methods [7,20,44,
44, 62, 88, 89, 91], as noted in a recent survey [49], only
consider well-lit conditions. Their performances tend to
suffer in uneven or poor lighting. Xue et al. [87] combine
spatial- and frequency-based features to enhance details for
recognition of low-light text. However, their method does
not report very high precision or recall on standard well-
lit text datasets. Hsu et al. [30] use a text-based loss,
simulating low light from the ICDAR 2015 dataset [34].
Liu et al. [46] perform text recognition using feature pyra-
mids. We demonstrate that, without any task-specific engi-
neering, we reconstruct fine details to perform robustly in

dark, noisy conditions using SOTA text recognition meth-
ods [4, 19, 20, 26, 57], such as PARSeq [7].

3. Method

We propose training a single DDPM to recover high-
frequency details of full-resolution low-light image (Fig.
2). Training a full-resolution diffusion model is extremely
computationally demanding, requiring days of training on
multiple GPUs. Prior methods address this by using a cas-
cading strategy, either training a single model in multiple
phases [90] or training multiple models, each operating at a
different resolution [29,66]. We train a single model at mul-
tiple resolutions simultaneously, using a multi-scale patch-
based approach. We describe the key design choices to train
a single model on multiple scales that allows us to train on
a single GPU (Sec. 3.1.1), the conditioning used in train-
ing (Sec. 3.1.2), and inference process to successively pre-
dict larger resolutions to get our final reconstruction (Sec.
3.1.3). We also describe our normalization scheme, which
allows us to train on right-tailed data (Sec. 3.2).

3.1. Background

Diffusion models have different model families, includ-
ing Variance Preserving (VP) [73], Variance Exploding
(VE) [73], and Elucidating Diffusion Models (EDM) [36].
We use the EDM formulation which includes applying a
higher-order Runge-Kutta method for sampling, precondi-
tioning, and improved loss function.

Specifically, Karras et al. formulate their DDPM
D(x;σ), where x is the noisy image and σ is the noise
level, as a function that minimizes the expected MSE de-
noising error for samples drawn from the clean data distri-
bution pdata. The preconditioning, which uses a noise-level–
independent skip-connection, allows D to estimate either
the clean image y or noise n. We choose to optimize a loss
according to a prediction of y, which can be expressed as

Eσ,y,n

[
λ(σ)||D(y + n;σ)− y||22

]
, (1)

where y ∼ pdata and n ∼ N (0, σ2I). This formulation
allows us to use additional guiding losses on the predicted
clean image y.

3.1.1 Design Choices and Architecture

We discuss two key design choices for our method. The
first is to operate on multiple scales. We found that train-
ing a 256 × 256 model to perform low-light reconstruc-
tion was too memory-intensive, so we opted to work on
32× 32 patches. However, decomposing a low-light image
to 32× 32 patches, running DDPM on each patch, and then
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Figure 2. Overview of DiD pipeline. During training, we randomly crop 32 × 32 patches at multiple scales (noted with s) using Single
Patchify and concatenate the low-light patches, low-resolution well-lit patches, and high-resolution well-lit patches together as conditioning
images to denoise and reconstruct well-lit patches. During inference, we use our trained DDPM network Nθ on 4 scales successively, each
time to get well-lit patches at progressively better resolution. The prediction at each scale is upsampled using U to use in the next scale.

stitching the patches together led to patch-to-patch inconsis-
tencies in exposures and white balancing. See the supple-
ment for examples. Here, there is no constraint to enforce
all patches to have the same appearance. Thus, we have
multiple scales, each using the recovered exposure from the
first inference step and, later in the inference process, other
recovered exposures from previous steps as conditioning.

A second choice is to have a single network training
on randomly selected scales rather than have a network for
each scale. While this may have resolved some scale ambi-
guities in prediction, we found that training 4 models, one
for each scale, would take 4 times as much memory or time
to achieve the same number of training iterations and recon-
struction quality as 1 model, as shown in our ablations (Sec.
4.4).

3.1.2 Training Phase

Given low-lit/well-lit training pairs x,y ∈ R256×256×3,
let S be a random variable following the discrete uniform
distribution over the set {0, 1, 2, 3}. In each training itera-
tion, we sample a random scale s ∼ S and use the func-
tion γ(s) = 2s+5, γ : s → Y , in which Y is the set
{32, 64, 128, 256}, to acquire a fixed resolution for scale
s. These values are set to be multiples of the smallest patch
size to simplify the upsampling further on. We use three
conditioning inputs in each iteration:

• Low-light condition cx: The low-light measurement.
This image provides the basis for reconstruction. For
each scale, we will downsample the measurement to
the corresponding operating resolution γ(s)× γ(s).

• Well-lit condition cy1 : The well-lit, but low-resolution
prediction from the previous scale. This image pro-
vides an exposure level to condition from, which is
closer to ground truth than cx, but without well-lit
high-frequency detail.

• First estimate condition cy2
: The well-lit, but low-

resolution prediction from s = 0. This image provides
a globally uniform exposure level on which to condi-
tion, further constraining the recovered exposure level.
During training, if s ̸= 0, cy2 is simulated by down-
sampling then upsampling the well-lit ground truth im-
age.

Notably, if s = 0, we do not have a cy1 or cy2 from a
previous scale to condition on, so we define our condition-
ing xpatchi using the low-light input xi and a bilinear down-
sampling operation D(x, k) to reduce the low-light input to
resolution k × k. The conditioning input can be written as

xpatchi = ([D(xi, γ(0)), D(xi, γ(0)), D(xi, γ(0))]. (2)

Note that γ(0)× γ(0) or 32× 32 will be our fixed training
resolution. We define P (x) as a random 32 × 32 cropping
function (called “Single Patchify”), U(x, k) as an upsam-
pling operation to bring x to resolution k×k, and our noise
as η ∼ N (0, σ2). If s > 0, we define the training pairs as

cx = D(xi, γ(s)), (3)
cy1

= U(D(yi, γ(s− 1)), γ(s)) + η, (4)
cy2

= U(D(y0, γ(0)), γ(s)) + η, (5)
(xpatchi , ypatchi) = (P ([cx, cy1

, cy2
]i), P (yi)). (6)

We add η to better resemble the noisy predictions to later
scales in the inference phase. We then apply the forward
diffusion process of adding noise to xpatchi [36]. We pass
the corrupted images and a noise channel n ∈ R32×32×3 to
our denoising network Ψθ to produce a reconstruction:

ŷpatchi = Ψθ([xpatchi , n]). (7)

During training, we train on only patches of 32×32, but ran-
domly select the scale of each image. This builds a robust
model capable of reconstructing at multiple resolutions.
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We evaluate the loss LDiD(ŷpatchi , ypatchi) to learn the
weights θ, using Eqn. (1). Denoising alone was not suf-
ficient for the challenging task of low-light reconstruction.
We add additional losses to each denoising step on the pre-
dicted clean image, applying MSE and LPIPS [92]. We
chose MSE to help reconstruct better sharp details in the im-
ages and LPIPS [92] to enhance appearance. We find that
these losses increase text recognition accuracy in addition
to improving overall reconstruction.

3.1.3 Inference Phase

We follow a cascaded approach to regress our final image
using a single model (Algorithm 1). We begin with the
known low-light measurement xi and compose the con-
ditioning inputs. We apply the reverse diffusion process,
and use the diffusion prediction at the current scale as in-
put to the next scale. We continue this until we com-
pose our final 256 × 256 resolution well-lit image. We
observed that, even though the predictions are based on
the same exposure instantiation under conditioning, expo-
sure levels and white balancing still varied from patch-to-
patch. To achieve full resolution consistency, we needed
an additional step: Iterative Latent Variable Refinement
(ILVR) [13]. ILVR guides the generative process by blend-
ing the high frequencies of the current denoised estimate
with the noised, low-resolution version of the reference im-
age. At each step of reverse denoising, we replaced the low-
frequency details of the prediction at the current scale with
low-frequency content extracted from our conditioning im-
age: the low-resolution but well-lit reconstruction from the
previous scale. This conditioning does not require any ad-
ditional training as it is only used during inference.

Algorithm 1 Inference pipeline in DiD. R(x) decomposes
the images into M 32 × 32 patches (“Patchify”). H(x)
stitches the M reconstructed patches to a full resolution im-
age.

x0
patch ← [D(xi, γ(0)), D(xi, γ(0)), D(xi, γ(0))]

y0patch ← Ψθ([x
0
patchi

, n]) ▷ Enhance
for s = 0, k++, while s < 4 do

cx ← D(xi, γ(s)) ▷ Low-light condition
cy1
← U(yk−1

i , γ(s))) ▷ Well-lit condition
cy2
← U(y0i , γ(s))) ▷ First estimate condition

xs
patches ← R([cx, cy1 , cy2 ]) ▷ Patchify

yspatches ← Ψθ([x
s
patches, n]) ▷ Denoise with ILVR

ysi ← H(yspatches) ▷ Stitch patches
end for

3.2. Data Normalization

It is useful to standardize data by centering and dividing
with the sample standard deviation, so that each datum is
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Figure 3. Color pixel distributions for low-light data. Right-
tailed data do not follow assumptions made in training a diffusion
model. We normalize the data to the appropriate range for train-
ing. Top: Data distribution of a random selection of 30 images
from the LOL training set [83]. Middle: Data distribution of the
same images after Z-scoring. The distribution is still right-tailed.
Bottom: Data distribution of the same images from using tail-
normalization (Sec. 3.2). The dotted line shows a true Gaussian
distribution with µ = 0 and σ = 0.5.

represented in common units. For example, DDPM [28]
scales images to be within the range [−1, 1]. Given the
right-tailed nature of low-light data (Fig. 3), we cannot fol-
low typical Z-scoring [97]. Diffusion models require pick-
ing a noise schedule at training, particularly a σmin and
σmax. The former is chosen such at that the lowest noise
level is indistinguishable from images, and the latter is cho-
sen such that the highest noise level is indistinguishable
from white Gaussian noise. Since we are using σ values
designed for images, we need our images to be roughly in
the same range to satisfy these conditions. Thus, we nor-
malize the data such that the distribution is between [−1, 1]
and follows a roughly Gaussian distribution with µ = 0 and
σ = 0.5. For right-tailed data, we found that taking the
fourth root of the data, Z-scoring, and then dividing by two
gave us a suitable distribution. This normalization is critical
as observed in our ablation studies (Sec. 4.4).
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Figure 4. Qualitative results on the LOL test dataset. We show reconstructions from LDM [63] and the two best-performing low-light
baselines, KinD++ [94] and LLFlow [78]. DiD reconstruction is on par with other low-light reconstruction methods while recovering more
fine details such as handwriting and text on signs, such as the “12”, with non-saturated appearances and reasonable exposure levels.
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Figure 5. Text recognition accuracy and reconstruction quality. Left and Center: We plot word accuracy and 1-NED values at
combinations of brightness and Poisson-Gaussian noise levels. Plotted points are the mean values of all tested STR datasets. As brightness
decreases and noise increases, other low-light reconstruction methods fail to recover enough detail to perform accurate text recognition,
while DiD performs consistently well. Right: We display KID values for LLFlow and DiD, affirming that DiD provides reconstructions
closer to the distribution of ground truth images.
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Table 1. Quantitative comparison of low-light enhancement
methods on the LOL test dataset [83]. Diffusion models are
separated from low-light–specific models. We report the average
inference time of a 256×256 image on an NVIDIA RTX 3090. ♢
indicates methods that did not closely match their reported perfor-
mance. We highlight the best and second best results using bold
and underline, respectively.

Method PSNR↑ SSIM↑ LPIPS↓ Time (s) # Params

Zero-DCE [22] 14.67 0.68 0.35 0.06 79.4 K
LIME [23] ♢ 14.22 0.65 0.37 1.10 N/A
EnlightenGAN [33] 16.84 0.76 0.33 0.08 8.6 M
RetinexNet [83] 16.77 0.59 0.47 0.22 444.6 K
RUAS [47] ♢ 16.41 0.65 0.27 0.11 3.4 K
KinD [95] 20.39 0.88 0.16 0.33 8.0 M
KinD++ [94] 21.73 0.89 0.16 0.66 8.2 M
LLFlow [78] 24.94 0.91 0.12 0.26 38.9 M

DDRM [37] 16.41 0.65 0.21 9.03 552.8 M
LDM [63] 21.41 0.75 0.23 9.81 404.1 M
DiD (Ours) 23.97 0.84 0.12 6.64 55.7 M

4. Experiments
4.1. Implementation

We implement our framework with PyTorch on an
NVIDIA Quadro RTX 8000. We use the ADAM opti-
mizer [38] with a learning rate of 8 × 10−4 and betas
[0.9, 0.999]. Our patch-based scheme reduces training time
and computational demand, using only 1 GPU to train
within 3 days. We train batch sizes of 160 for 3000 it-
erations. Given that we are working with small datasets,
we found this number of iterations to be suitable for con-
vergence. We augment the data by adding either random
Gaussian blur or sharpening, as well as scaling brightness
and saturation.

4.2. Dataset and Evaluation

We train on the LOw-Light dataset (LOL) [83], which
contains 485 training and 15 test low-light/well-lit pairs.
There are limited low-light text datasets [46, 87], but these
unfortunately do not come with well-lit counterparts. We
were interested in estimating not only accurate text, but also
viable reconstructions from our method. Thus, we opt to use
a benchmark low-light dataset for our training and evalua-
tion.

We report PSNR, SSIM, and LPIPS [92]. Due to the ill-
posedness of low-light reconstruction, there are many op-
timal solutions that do not share the same white balance
and exposure level as its ground truth, meaning we do not
surpass SOTA on PSNR/SSIM, but do match LPIPS per-
formance. We are unable to provide KID [8] or FID [27]
scores on LOL given the limited test set. However, for our
text recognition task, we report KID for text reconstruc-
tions on much larger scene text datasets (Sec. 4.5). We
demonstrate that our method exceeds other low-light recon-

struction methods in low-light text recognition in Word Ac-
curacy and Normalized Edit Distance, the Levenshtein dis-
tance between words [12,69,93]. We also demonstrate that
our qualitative results are on par with SOTA performance
for low-light reconstruction.

4.3. Baselines

To test our overall reconstruction quality, we compare
against SOTA methods in low-light image enhancement, re-
porting results on the LOL test dataset. We include results
from two other diffusion-based models: Denoising Diffu-
sion Restoration Models (DDRM) [37] and LDMs [63].
DDRM applies a pretrained denoising diffusion model to an
inverse problem. We pretrain the DDRM to denoise noisy
ImageNet [15] images, and use the network to denoise a
brightened version of the low-light images. LDMs use a
pretrained VAE to encode images from pixel space to a la-
tent space and trains a diffusion model in latent space.

For the non-deterministic models, we generate ten re-
constructions for each image and pick the image that gives
us highest PSNR. Although DiD does not have the best re-
sults numerically (Tab. 1), DiD performance is on par with
that of SOTA, especially in LPIPS. DiD also performs the
best of the diffusion-based models with significantly less
trainable parameters and inference time. Despite not beat-
ing PSNR/SSIM, our generative model reconstructs high-
frequency details better than SOTA low-light methods can
(Fig. 4).

4.4. Ablations

To understand the contribution of each model compo-
nent, we conduct several ablations (Tab. 2). We refer the
number of models trained and the number of scales used in
each model as the model-to-scale ratio. A 1:4 ratio means
we train 1 model with 4 different resolutions, and a 2:1 ra-
tio means we train 2 models, each corresponding to its own
unique resolution. DiD, which uses a 1:4 ratio, outperforms
all other ablations using a 1:4 models-to-scale ratios. We
find that reducing the number of models or scales per model
does not provide the level of conditioning information nec-
essary for refined predictions. We also show that ILVR is
critical for conditioning a prediction to be within a restricted
exposure range. See the supplement for details on model-
to-scale ratios and more ablations.

4.5. Low-light Text Recognition

We demonstrate our method’s utility in low-light STR.
We evaluate on real scene text datasets: IIIT5k-Words
(IIIT5k) [55], ICDAR 2013 (IC13-1015) [35], Street View
Text (SVT) [76], and SVT-Perspective (SVTP) [60]. We
simulate capturing these images in low light by dimming its
brightness and adding Poisson-Gaussian noise. More infor-
mation on the noise model can be found in the supplement.
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Table 2. Ablation studies. Models/scales refers to the number
of models and scales for each model. Noise refers to the addition
of noise on the conditioning image. LPIPS refers to an additional
LPIPS loss. Data refers to data normalization. Cond. refers to
adding cy2 to the conditioning input. We highlight the best and
second best results using bold and underline, respectively.

Models/scales Noise LPIPS Data Cond. PSNR↑ SSIM↑ LPIPS↓

1 : 4 ✗ ✗ ✗ ✗ 16.26 0.57 0.48
1 : 4 ✗ ✓ ✓ ✗ 19.56 0.74 0.35
1 : 4 ✓ ✓ ✗ ✗ 16.94 0.63 0.46
1 : 4 ✓ ✓ ✓ ✗ 17.62 0.74 0.31
4 : 1 ✓ ✗ ✓ ✗ 19.63 0.80 0.14
1 : 2 ✓ ✓ ✓ ✗ 17.49 0.72 0.33
1 : 2 ✓ ✓ ✓ ✓ 18.37 0.73 0.33
2 : 1 ✓ ✓ ✓ ✓ 19.35 0.72 0.31
DiD (no ILVR) ✓ ✓ ✓ ✓ 17.78 0.72 0.36
DiD ✓ ✓ ✓ ✓ 21.00 0.82 0.14

gamyagamgo gesigncomys

19491945 1999the

vote1218 theyour

Input LDM LLFlow DiD (Ours)

Figure 6. Comparing text recognition predictions. We show
samples from real scene text datasets and the reconstructions from
LDM [63], LLFlow [78], and DiD. The input has been scaled
down by a factor of 0.4 with Poisson-Gaussian noise.

We found that more complex noise simulation is only rel-
evant in the case of extremely low light [56, 84, 85]. The
noise level is more challenging than that of LOL (compare
inputs from Figure 4 and Figure 1). We use a SOTA STR
method, PARSeq [7], to evaluate each low-light methods
pretrained on LOL, on recovering text.

We report Word Accuracy (% Acc) and Normalized Edit
Distance (1 - NED) (Fig. 5). DiD consistently performs
well under extremely dark and noisy conditions, reporting
> 75% accuracy even in the most dark and noisy setting,
while other methods begin to fail as conditions worsen. We
also present KID scores for LLFlow [78] and DiD in the
supplement, which compares the distribution of the recon-
structions to the distribution of the clean, well-lit ground
truth STR images. We reconstruct images that not only pro-
vide successful text recognition in dark conditions, but also
better follow the distribution of ground truth images than
other methods do (Fig. 6).

4.6. Results on Other Datasets

We tested our method on Seeing in the Dark (SID) [10]
Sony dataset, which consists of low-light RAW data with

Figure 7. DiD reconstructs unseen, real low-light data. Results
from running PARSeq [7] on SID Sony low-light data [10]. Green
signifies correct text recognition. Low-light inputs are scaled for
visualization.

real noise. We trained our model on this RAW data,
and found that its performance on the test set (PSNR:
23.98dB/SSIM: 0.78) was comparable to the original SID
method (PSNR: 28.61dB/SSIM: 0.77). Our reconstruction
allows for clear reconstruction of text in low light (Fig. 7).
See our supplement for more dataset results.

5. Discussion and Conclusions

The future of automation depends on robust, high-level
algorithms performing on images from a wide range of
conditions. We propose a low-light reconstruction method
using DDPMs which, without any specific task-level de-
sign, outperforms SOTA low-light reconstruction methods
on low-light text recognition.

Limitations and Future Work. Sampling from dif-
fusion models requires multiple steps and may take pro-
hibitively long in real-time scenarios. Fortunately, there
is a fast growing family of methods to improve sampling
time [40, 52, 67, 82] which can be applied.

We use an autoregressive patch-based method which re-
quires multiple passes through the network, and if image
resolutions are not a multiple of the patch size, we have to
interpolate the image to a larger resolution. Future work
would expand DiD for inference at all resolutions without
interpolation, and LDMs [63] and similar models which dif-
fuse in latent space [3, 41] are a promising direction.

Conclusion. As more tasks become automated, it is in-
creasingly critical that reconstruction methods perform well
in corner cases, such as dark and noisy conditions. Our
method provides sharp results, which align well with per-
ceptual quality and especially downstream tasks operating
on low-light images.
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