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Abstract

Biometric applications, such as person re-identification
(RelD), are often deployed on energy constrained devices.
While recent RelD methods prioritize high retrieval per-
formance, they often come with large computational costs
and high search time, rendering them less practical in real-
world settings. In this work, we propose an input-adaptive
network with multiple exit blocks, that can terminate com-
putation early if the retrieval is straightforward or noisy,
saving a lot of computation. To assess the complexity of
the input, we introduce a temporal-based classifier driven
by a new training strategy. Furthermore, we adopt a bi-
nary hash code generation approach instead of relying on
continuous-valued features, which significantly improves
the search process by a factor of 20. To ensure similar-
ity preservation, we utilize a new ranking regularizer that
bridges the gap between continuous and binary features.
Extensive analysis of our proposed method is conducted on
three datasets: Market1501, MSMT17 (Multi-Scene Multi-
Time), and the BGC1 (BRIAR Government Collection). Us-
ing our approach, more than 70% of the samples with com-
pact hash codes exit early on the Market1501 dataset, sav-
ing 80% of the networks computational cost and improv-
ing over other hash-based methods by 60%. These results
demonstrate a significant improvement over dynamic net-
works and showcase comparable accuracy performance to
conventional RelD methods.

1. Introduction

Person re-identification (ReID), where probe (query) im-
ages are matched against gallery images is an important ap-
plication in real-world scenarios. For example, unmanned
aerial vehicles (UAVs) such as drones are often equipped
with identification capabilities for applications such as bor-
der control, intelligence, and security. This task poses
a significant challenge due to the considerable variations
in factors such as pose, clothing, resolutions, occlusions,
camera-viewpoints and more. Additionally, the deployment
of RelD models in realistic scenarios, such as real-time
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Figure 1. Overview of our contributions. Our method generates
hash/binary representation of the features to enable fast lookup.
Moreover, the network adjusts its inference process according to
the input saving computational costs.

RelD, is hindered by significant latencies induced by model
complexity and searching (sorting).

To address this, researchers have designed efficient
model architectures, such as incorporating depth-wise con-
volutions [12], compound scaling for balancing width and
depth [24], point-wise group convolutions [33], and squeeze
and expand layers [ 14]. However, the high-dimensional rep-
resentations still render the matching process inefficient.

Binary (hash) representations—the transformation of
high-dimensional continuous-valued representations to dis-
crete binary codes—have been recently used to accelerate
the matching process [2, 17,26, 35]. For instance, compar-
ing two 2048-dimensional representations with Hamming
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distance metric is 229x faster compared to continuous val-
ued features [260]. However, the computational time and en-
ergy for network inference still remains a bottleneck.

Another recent approach focuses on adaptive inference,
where the network dynamically adjust its architecture based
on the complexity of the input [25,28]. For example, Elas-
ticNet [9, 39] generates intermediate outputs and jointly op-
timizes the loss of all layers, allowing termination of com-
putation to meet changing computational demands. How-
ever, spatial information at the earlier layer is often not cor-
rectly utilized, leading to subpar initial performance.

In this work, we explore the combination of both
hash representations and dynamic inference (see Figure 1),
achieving performance competitive with traditional neural
networks. We argue that most of the discriminability is
lost in the earlier layers due to the global pooling on the
large spatial dimensions, and instead utilize part-based lo-
cal pooling to boost performance. Due to the need for ex-
tensive fine-tuning of threshold-only methods used to de-
termine when to stop computation, we opt for the utiliza-
tion of a learnable exit policy to make predictions. Finally,
we make the hash learning tractable and discriminative by
employing a soft-sign operation driven by a ranking regu-
larizer to preserve the similarity between the continuous-
valued and binary discrete-valued features.

Our work does not rely on the underlying network archi-
tecture and can be adapted to various encoders [12, 14,24],
providing an efficient way to dynamically terminate com-
putation during inference. Our contributions can be sum-
marized as follows:

1. We propose a novel hash-based network called
HashRelD, which leverages spatial information in earlier
layers to generate robust representations at early exit points,
while also generating a compact hash representation for ef-
ficient inference and lookup.

2. We introduce a new ranking regularizer that maintains
the similarity between continuous and binary features.

3. We present a novel policy called Exit using Training
Statistics (ETS) that uses a gated recurrent unit (GRU) to
train and predict the difficulty of samples as easy, hard or
impossible to recognize.

We conduct extensive analysis on the Market1501 [36],
MSMT17 [30], and the BGC1 [4] datasets, and demonstrate
competitive performance in realistic situations, such as bud-
geted performance metrics.

2. Related Work

Supervised ReID: Supervised RelD approaches have
seen tremendous progress, especially with the exploration
of the triplet loss for ReID [10]. To tackle misaligned
person crops, HaCNN [15] proposes a local and global
branches that jointly learns soft and hard attention to focus
on discriminative regions. OSNet [38] fuses feature rep-

resentations from multiple feature scales within and across
channels, thereby generating a ‘omni-scale’ feature repre-
sentation. BOT [18] summarizes training strategies most
effective for person RelD. The challenge of deploying these
methods lies in the requirement for efficient computation
and inference, particularly in real-time applications. On
the other hand, our approach enables early computation ter-
mination while simultaneously generating hash representa-
tions, thereby accelerating the matching process.

Adaptive Networks: As input samples vary in difficulty
for recognition or classification tasks, a recent paradigm
has emerged to skip layers or intermediately exit the net-
work prediction to save computation and energy costs.
BranchyNet [25] adds two early-exit branches having a
combination of 3 x 3 convolutional layers and fully con-
nected layers at equidistant locations. ElasticNet [9,39] in-
serts exit pathways following each residual block, resulting
in a total of 17 exits for the ResNet50 [8] model. MS-
DNet [13] uses dense multi-scale features to learn inter-
mediate classifiers and inputs are exited once a confidence
threshold is reached. RANet [32] improves upon MSDNet
by conditioning on the resolution of the input sample by
utilizing sub-networks with different input resolutions. In
DareNet [29], a multi-resolution approach is applied on the
RelD task by inserting early exit blocks after every stage of
the ResNet50 network. In contrast to existing methods, our
approach takes advantage of spatial information in the early
layers of the network to achieve competitive performance at
an early stage. Additionally, we introduce a novel exit pol-
icy and generate a hash representation of the feature vector,
resulting in a significant acceleration of query lookup.

Hashing Networks: For retrieval problems, hash repre-
sentations have been explored because of their capability of
efficient lookup and storage. Deep learning methods suffer
from the ill-posed gradient problem when learning a binary
code due to the discontinuity of the signum (sign) function
at zero. To address this, HashNet [2] begins learning using
a hyperbolic tangent (tanh) activation, and gradually mod-
ifies to approximate the sign activation. Kernel-Based Su-
pervised Hashing (KSH) [16] learns a kernel to map data to
binary codes and optimizes using a code inner product for
similarity-preserving learning. Adversarial Binary Coding
(ABC) [17] uses adversarial learning to optimize between
binary and real-valued features using a Wasserstein loss [7].
In [26], a 2048-dimensional hashing code is learned using
self-distillation across at different stages of the network.
DeepSSH [35] uses attribute- and identity-level hash codes
using a sigmoid cross-entropy loss as a relaxation of the
sign function. In contrast, our approach employs the soft-
sign activation, facilitating better convergence due to a grad-
ual gradient slope and tighter bounds enforced on the gradi-
ent values (similar to label smoothing).
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Figure 2. Our proposed method uses intermediate feature representations, driven by the triplet loss as specified in Eq 5, as input to the hash
exit blocks that is optimized using the classifier loss. The stage-1 part-based pooled features (s1) is used by the ETS policy to determine
the layer at which to exit. The easy/skip predictions are exited at the initial layer, while the hard prediction samples are exited using the
query-gallery margin heuristic. Sign* denotes soft-sign activation used during training, and sign activation during the inference phase.

3. Methodology
3.1. Preliminaries

The whole-body (person) images and corresponding
identity labels from the training set are denoted as X4, =
{2t 2%, ... 2t} and Yy = {94,945, ..., %}, respec-
tively, where n is the total number of images in the set.
The aim is to learn a discriminative hash code function
¢(x; 0) that can match images from disjoint sets X gy,¢r,, and
Xgallery, Where 0 denotes trainable parameters of the net-
work. To compare hash (or binary) representations, we use
the Hamming distance metric. The representations are di-
rectly optimized (such as in the triplet loss) as well as fed to
a classifier to optimize the logits of the classifier. Figure 2
captures the overall architecture of our proposed network.

3.2. Hash-based Dynamic Network

To generate a discriminative binary code representation
of the person image, we utilize the ResNet50 [&] architec-
ture as the encoder to fairly compare with other methods.
However, the encoder can be easily swapped to save further
computation. To be able to halt computation at different
computational budgets, we place ny, hash exit blocks across
the network, roughly equally spaced according to computa-

tional cost. In our current implementation, we have set ny,
to 4, but it can be easily modified to meet the requirements
of the backbone network or application.
The network comprises four stages producing a 256-,
512-, 1024-, and 2048-dimensional feature, respectively.
Given an image x! from the training set, the network pro-
duces four representations at different stages, denoted as:

s = (bstagel(l,ﬁ)7 So = ¢stage2(51),

S3 = ¢stag63(s2)7 S4 = ¢stage4(s3)-

The initial layer (s; in Eq. 1) contain more local and fine-
level details, and the spatial dimensions retain most of the
discriminative information. For example, at sq, the input
image with size 256 x 128 x 3 (H x W x C) is mapped to a
64 x 32 x 256 (H x W x C) feature representation. Global
pooling on the spatial dimensions loses too much informa-
tion, resulting in poor performance. Therefore, we utilize a
part-based local pooling operation that retains spatial infor-
mation. Specifically, we identify that person images can be
categorized into four parts (head, upper torso, lower torso,
and feet). We split the feature map into four spatial parts
in the height dimension, producing four 16 x 32 X 256
dimensional-tensors. These are then average pooled to-

ey
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gether to generate a 1 x 1 x 256 feature. Mathematically, it
is:

§1 = concat(Avg(si{i: i+ 16,32,256})), (2)
where i € {0,16,32,48} and §; denotes that part-based
pooling applied on s;.

To generate the hash code, we attach a novel Hash-Exit
(HE) block to each of the intermediate representations (s,
83, s4 from Eq. 1, and s; from Eq. 2). The first two blocks,
shown in Eq. 3, serve the dual purpose of bridging the gap
between fine and coarse-level features in the earlier layers
and generating a concise hash code. Specifically, the block
consists of using a fully connected layer (F'C') with a batch
normalization layer (BN) and a hyperbolic tangent (tanh)
function, followed by another F'C' layer to introduce non-
linearity. The hash code is generated by first centering the
features around O using a batch normalization (BN) layer
and then finally using a sign function. Formally, it is:

HE, 5 = FCs12 — BN512 — tanh—
FCas56 — BNasg — sign, 3)

hash

where the subscript for F'C and BN denotes the output di-
mension, and the sign function returns 1 if output value is
greater than 0 and returns -1 otherwise.

The third and fourth (final) stage feature representation
are generic enough to not need a fine-to-coarse transforma-
tion, and hence the representations are directly fine-tuned
without using a non-linear transformation (shown in Eq. 4).

HEg = BN1024 — szgn, HE4 = BN2048 — sign,
—_— —_—

hash hash

“4)

We also attach a classifier at the end of each output from
the HE blocks for cross-entropy minimization. However,
the classifier is discarded after training.

3.3. Multi-Exit Optimization with Soft Sign

Given a training set X¢,qin, We first employ the triplet
loss with hard mining that minimizes the distance between
the most different representations of the same identity in
the batch, and maximizes the distance between two similar
representations of distinct identities. For each iteration, P
distinct identities with K images per P (identities) are sam-
pled in a batch. Next, for each sample in the batch (anchor),
the hardest (furthest) positive and hardest (closest) negative
are selected to compute the loss. Mathematically, it can be
denoted as:

hardest positive

Ly =YY max(d(¢(z"), p(z"))

— d(o(z"), g(2")) +margin, 0)
—_——

hardest negative

&)

where z¢, 2P, and 2™ denote the anchor, positive, and neg-
ative samples, respectively, and margin is the minimum gap
set to 0.2 as in [10]. To bridge the gap between hash codes
and the embedding representation, we employ the negative
log likelihood loss on the classifier logits:

N
Lo == yilog(i), 6)
=0

where y; is the true label of the identity and y; is the soft-
max probability of the class. This ensures that the original
representation is discriminative enough, whereas the clas-
sification probability of the hash codes aligns with the fea-
tures. Lastly, to minimize the distance and keep it differen-
tiable [16], we minimize the inner product:

Lr =E(feator - featzm- — featpqsh - featfash)Q, @)

between the distance matrix of the original continuous fea-
tures (feat,;) and the hash features (featpqsp) for the top-
5 ranks in the batch.

This ensures we are able to optimize the distance be-
tween continuous and hash features, without considering
separability of all samples that might hinder the learning.

The final loss is denoted as:

Lfinal = AILT(featom') + )\2LC(feathash)

8
+)‘3LR(featori7 feathash) ( )

where A1, Ao, and A3 are used to balance the losses. The
empirically determined values are specified in Section 4.2.
Note that the Hamming distance and the sign activation
function is not differentiable, and hence a smooth sign func-
tion and the inner-product distance [16] is used to make it
convex and tractable.

3.4. Exit using Training Statistics (ETS)

To support adaptive inference, we need to determine
when samples can exit the network—meaning the most ef-
fective HE block in terms of both efficiency and discrim-
inability. Previous work uses classifier confidence, but in
a retrieval problem, we have unknown number of classes,
making this infeasible. Heuristics approaches such as sim-
ilarity metric or margin between have been explored [32],
but this needs hand-tuning of the distance thresholds and is
not generalizable. In this work, we propose to predict which
samples are easy by using a temporal network that predicts
whether or not to exit early. The temporal network accepts
the s7 representation of the query and the top-4 matches as
input, and consists of a gated recurrent unit (GRU) with two
hidden stages, followed by a ReLU activation and a three-
output classifier with outputs easy, skip, and hard. How-
ever, the challenge is to train the network to classify such
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samples without fine-tuning on the test set. To address this,
we utilize our training phase to collect statistics of the num-
ber of flips in the top-1 retrieval for the sample. Specifically,
assuming that we train our model for 100 epochs, we col-
lect the top-1 decisions of the training samples at every 10
epochs. An example for an easy/hard sample is denoted as:

Teasy = [X, xa‘/a‘/a‘/a‘/a‘/a‘/v‘/v‘/]
——

flip
flip flip €))
~ = —~
Thard - [Xa X7 /7 /7 Xv X, X?‘/v‘/a‘/]
——
flip

where v' and x denotes a correct and incorrect prediction,
respectively. At the end of the training phase, if the unit
flips its decision greater than 2 times, this means that the
sample is hard to predict (T}q-q in Eq. 9). For samples
that have large number of flips (> 6), are usually noise or
low resolution samples. For such samples, we classify it
as skip and exit early as we are not sure the network will
consistently classify it incorrectly. For the hard samples,
we use a gallery relation heuristic (Gallery Separability)
where the top-2 retrievals belonging to different identities
are compared, and if the distance between these retrievals
are greater than a threshold, we exit early as the top retrieval
is well-separated from the other samples.

4. Experimental Analysis
4.1. Datasets

We employ three datasets for benchmarking: Mar-
ket1501 [36], MSMT17 (Multi-Scene Multi-Time 17) [30],
and BGC1 (BRIAR Government Collection 1) [4] dataset.

Market1501 [36] captures imagery from six cameras in
the Tsinghua University campus, consisting of 12,936 train-
ing images belonging to 751 identities and 19,732 testing
images of 750 identities. The annotation process using
the Deformable Part Model [6] introduces improper crops,
making it a useful dataset that reflects realistic scenarios.

MSMT17 [30] is a large scale dataset consisting of 4,101
identities captured by 12 outdoor and 3 indoor cameras,
across varying time scales and scenes. It is split into 32,621
training, 11,659 query and 82,161 gallery images.

BGCI1 [4] is a new dataset comprising of unconstrained
face and whole-body images and videos from close-range,
100m, 200m, 400m, and 500m distance ranges for 150 iden-
tities. In this work, we use 45,111 images of 126 total iden-
tities corresponding to close-range and 200m images for
the training set. A related sequestered dataset called BTS1
(BRIAR Test Set) is used to test our model comprising of
15,666 images of 67 identities.

4.2. Implementation Details

All experiments are run on a Intel Core i7 CPU equipped
with a single NVIDIA GeForce RTX 2080 Ti with 11GB
memory. The input images are resized to 256 x 128. We
use random flipping and random erasing with a probability
of 0.5. The batch size is 64, consisting of 16 distinct iden-
tities with 4 samples per identity. The backbone network
is initialized with ImageNet [5] weights. The lambda val-
ues are set to A\; = 0.35, A5 = 1,and A3 = 100, evaluated
using cross-validation data. The method is trained for 100
epochs with learning rate set to 3e-4, and decayed gradu-
ally to 3e-5 and 3e-6 by 40 and 70 epochs. Code available
at https://git.unl.edu/ece-unl-images-—
lab/hash-reid in PyTorch [20].

4.3. Quantitative Results

Table 1 and Table 2 presents comparisons on the Mar-
ket1501 and MSMT17 datasets with ReID-specific, Hash-
based, and Dynamic Networks. We present two versions
of our method: Ours - HE denotes without exit blocks and
Ours + HE denotes the version with exit blocks. From Ta-
ble 1, our method achieves slightly improved performance
over CtF. While RelD-specific methods such as OSNet and
BOT perform marginally better than our method, it is im-
portant to note that we use hash/binary features, which
significantly improves searching performance. Compared
to dynamic networks, our method achieves 8.82%, 1.55%,
5.05% and 4.33% improvement in rank-1 accuracy over the
four stages, respectively. Moreover, the mAP score im-
proves from 74.34% to 82.08% over DaRE.

Similar trends can be seen on the MSMT17 dataset in
Table 2, with 12.10%, 26.47%, 18.13%, and 16.75% over
the four stages, respectively. The mAP score increases by
16.35% over the previous best-performing method. Figure 3
showcases the performance on the BGC1 dataset compared
with related dynamic networks.
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Figure 3. Performance on the BGC1 Dataset.
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Table 1. Market1501 performance. B denotes binary-valued representation whereas

denotes continuous-valued representation.

Hash-based Methods SOTA RelD
Method Type/Length R-1 mAP Method Type/Length R-1(S4) mAP
HashNet [2] B/512 29.20 19.10 PNGAN [21] 12048 89.40 72.60
DeepSSH [35] B/512 46.50 24.10 SVDNet [22] 12048 82.30 61.10
ABC[17] B/2048 81.40 64.70 OSNet [38] 12048 94.20 82.60
DCH 1] B/512 40.70 20.20 BOT [18] 12048 94.50 85.90
CtF [206] B/2048 93.70 84.10 MLEN [3] 12048 90.10 74.30
PDH [40] B/512 44.60 24.30 HaCNN [15] /512 90.90 75.60
DSRH [34] B/512 27.10 17.70 TriNet [10] 12048 84.90 69.10
OURS-HE B/2048 94.18 84.85 OURS-HE B/2048 94.18 84.85
Dynamic Networks
Method Type Length R-1(S1) R-1(S2) R-1(S3) R-1(S4) mAP
BranchyNet [25] 14880/13440/2048  38.81 58.05 - 80.05 62.76
MSDNet [13] 384/384/352/204 58.79 61.67 64.01 63.51 38.07
RANet [32] 576/1088/641/897  58.55 59.47 65.26 65.05 40.19
DaRE(R) [29] 128/128/128/128 62.86 74.20 82.30 83.91 65.40
DaRE+RE(R) [29] 128/128/128/128 62.47 78.38 87.05 87.77 74.34
OURS+HE B 256/256/1024/2048  71.29 79.93 92.10 92.10 82.08

Table 2. MSMT17 Performance. B denotes binary-valued representation whereas

denotes continuous-valued representation.

Hash-based Methods SOTA RelD
Method Type/Length R-1 mAP Method Type/Length R-1(S4) mAP
HashNet [2] B/512 23.55 10.65 PCB [23] /2048 68.20 40.40
DTSH [27] B/512 47.37 25.61 GLAD [31] /2048 61.40 34.00
ABC [17] B/2048 - - OSNet [38] /2048 79.10 55.10
QSMI [19] B/512 16.21 9.88 TIANet [11] /2048 75.50 46.80
CtF [20] B/2048 75.95 51.36 MLEN [3] /2048 66.40 37.20
PDH [40] B/512 37.13 16.90 HaCNN [15] /512 64.70 37.20
DSRH [34] B/512 29.91 14.75 DGNet [37] /2048 77.20 52.30
OURS-HE B/2048 76.81 51.41 OURS-HE B/2048 76.81 51.41
Dynamic Networks

Method Type Length R-1(S1) R-1(S2) R-1(S3) R-1(S4) mAP
BranchyNet [25] 14880/13440/2048  9.17 21.27 - 49.93 27.51
MSDNet [13] 384/384/352/304 15.56 20.15 20.98 21.94 8.53

RANet [32] 576/1088/641/897 13.47 14.90 19.99 20.44 8.04

DaRE(R) [29] 128/128/128/128 16.81 19.56 51.76 52.11 30.01
DaRE+RE(R) [29] 128/128/128/128 15.49 19.92 53.18 54.77 30.31
OURS+HE B 256/256/1024/2048  28.91 47.74 71.31 71.52 46.66

4.4. Bit Length the 2048-dimensional continuous-valued representation and

In Table 3, we present the performance trend on vari-
ous hash-bit lengths with the OURS-HE model. The fi-
nal column indicates the time required in 10~% seconds
for computing the Hamming distance between hash fea-
tures compared to the euclidean distance for continuous-
valued features. For a more detailed comparison, we re-
fer readers to [26]. Even with a relatively short length of
128 bits, the model achieve 84.26% rank-1 accuracy. How-
ever, the correct match separability is low as observed by
the mAP score. With increase in length, there is a signifi-
cant improvement in the mAP scores, while the rank-1 ac-
curacy improves gradually. The binary representation sig-
nificantly performs better (>90x), demonstrating the bene-
fit of hash features. As observed in [26], the query search
time (in seconds) on the Market1501 dataset is 2.2 for

2.8 x 107! for the 2048-dimensional hash-valued repre-
sentation. In our approach, we employ a 256-dimensional
feature for the first two exit blocks, and 1024- and 2048-
dimensional hash feature for the last two exit blocks, re-
spectively. As most (> 70%) samples exit early at stage 1
with 256-dimensional features, 80% of the networks com-
putational cost is saved, while reducing the total query
search time to 1.1 x 10!, This leads to an improvement of
60% over using only 2048-dimensional hash codes.

4.5. Budgeted Inference

In the budgeted inference setting shown in Figure 4,
the model operates within a predefined computational bud-
get, represented by the x-axis indicating the number of
floating-point operations (FLOPS), to classify all query
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Table 3. Longer codes increases comparison time but improves
separability as seen in the mAP scores. B - binary, C - continuous.

Time (B:C) in 1076 s.
2.8:260 (92x)
3.3:500 (151x)
4.4:1000 (227x)
7.1:2000 (281x)
17:3900 (229x)

Length | Rank-1 | mAP
128 84.26 | 67.22
256 89.99 | 75.54
512 91.12 | 79.06
1024 91.80 | 80.63

2048 94.18 | 84.85

samples. In this, we employ early-exiting of easy/skip sam-
ples while propagating hard examples. We compare with
four SOTA dynamic networks: MSDNet [13], RANet [32],
BranchyNet [25], and DaRE [29]. Additionally, we com-
pare with SOTA RelD methods: TriNet [10] and MLEN [3].
RANet and MSDNet exhibits low initial performance, with
only gradual increase in performance as budget increases.
BranchyNet demonstrates a steep increase, indicating that
earlier stages have very low performance compared to later
stages. Compared to DaRE, our method consistently per-
forms better with substantial performance gap between the
lowest and highest budget point. This signifies that through-
out the network, the model is able to classify most samples
accurately compared to other methods. To ensure fairness
in comparison, all methods utilize the same exit policy.

95
00 MhFN
.85 JriNet
v
£ 80
9
<75 e TriNet
0NN ® MLFN
S —— BranchyNet
o 65 —— RANet
—— MSDNet
60 —— DaRe
—— Ours
55
0.5 1.0 15 2.0 2.5 3.0
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Figure 4. Budgeted inference compared with various dynamic net-
works. * denotes performance of non-dynamic networks.

4.6. Earliest Exit Performance

In Figure 5, we present the results on five distinct exit
policy techniques for exiting at stage 1 (H{E;). Random
exiting involves randomly determining the sample to exit
with a 50% probability. Query Separability (QS) is the
Hamming distance between the query and the top-1 gallery
sample for determining whether to exit. Gallery Separabil-
ity (GS) is the distance between the top-2 matches in the
gallery. If the separability exceeds a threshold value, the
sample is exited. Ours is the proposed GRU-based classi-
fier discussed in Section 3.4, and Ours+GS is the combi-
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Figure 5. Number of correct (green bar) and incorrect exits (red
bar) at stage 1. The maximum dotted line denotes the maximum
number of samples that can be correctly exited at stage 1.

nation of the GRU and GS. The stacked bar represents the
count of exited samples, where the green and red bar denote
if the sample had the correct or incorrect top-1 retrieval at
H E, respectively. Based on the figure, it is evident that the
Random approach is the least favorable choice, although it
still demonstrates acceptable performance due to its strong
performance at [/ /1. Both OS and GS appear to be conser-
vative approaches, resulting in low numbers of correct ex-
its. Ours achieves high number of accurate classifications
for early-exiting, but also has the most number of incor-
rect exits. The combination of the GRU classifier and GS
heuristic (Ours+GS) exhibits the best performance, achiev-
ing high number of correct matches and low number of in-
correct matches. The maximum line refers to the highest
number of correct exits achievable at H F/;. All thresholds
are determined using cross-validation.

4.7. Qualitative Results

Figure 6 illustrates the top match obtained at each stage,
with different levels of difficulty of query samples. In the
first row is an easy sample, where the uniform (and distinct
patterns) facilitates clear separation from other identities,
resulting in correct retrievals at every exit stage. The second
row is a low-resolution query input, which benefits from ad-
ditional computation to accurately retrieve the correspond-
ing gallery match. The third and fourth row represent hard
query samples, where the similarity in clothing negatively
impacts performance at earlier stages. However, with full
computation and longer hash codes, the model is eventually
able to correctly classify these challenging samples.

Figure 7 shows results using the ETS policy. The Easy
Sample category stands out from other identities due to
distinct patterns and colors, such as a checkered shirt.
Skip/Impossible samples typically consist of noisy or am-
biguous images where multiple identities appear together.
Hard Samples refer to individuals wearing similar cloth-
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Figure 6. Stage-wise retrieval performance on the Market1501 and BGC1 datasets. Green border denotes correct retrieval whereas Red
border denotes incorrect retrieval. All subjects consent to image publication. One image (row 4) is pixelated for privacy.

Figure 7. Qualitative performance using the ETS policy. Green
border denotes correct retrieval whereas red border denotes incor-
rect retrieval for a given query image (black border).

ing and in similar views, requiring additional computation
to generate reliable cross-view representations. Finally,
incorrect classifications from the classifier are presented,
where identities wearing similar clothing patterns and ac-
cessories (e.g., backpack) in similar poses result in erro-
neous matches. To reduce these mis-classifications, a com-
bination of a heuristic and our GRU classifier is employed,
leading to reduced errors as demonstrated in Figure 5.

5. Conclusion

In conclusion, this work introduces a novel hash-based
dynamic network capable of adapting its computation based
on the difficulty of input samples. We leverage a GRU-

based ETS policy to assess the complexity, considering both
the query and top-gallery samples to make informed deci-
sions regarding early exits. To ensure discriminability be-
tween hash and continuous-valued features, we incorporate
a ranking regularization technique that optimizes feature
similarity. The adoption of hash representation results in
a significant improvement in query-gallery matching com-
pared to continuous-valued representations, while saving
computational costs because of the dynamic capability of
the network. Our work establishes a robust baseline for an
input-adaptive hash network for biometric applications.
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