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Abstract

Traditional test-time adaptation (TTA) methods face sig-
nificant challenges in adapting to dynamic environments
characterized by continuously changing long-term target
distributions. These challenges primarily stem from two
factors: catastrophic forgetting of previously learned valu-
able source knowledge and gradual error accumulation
caused by miscalibrated pseudo labels. To address these is-
sues, this paper introduces an unsupervised domain change
detection method that is capable of identifying domain shifts
in dynamic environments and subsequently resets the model
parameters to the original source pre-trained values. By
restoring the knowledge from the source, it effectively cor-
rects the negative consequences arising from the gradual
deterioration of model parameters caused by ongoing shifts
in the domain. Our method involves progressive estima-
tion of global batch-norm statistics specific to each domain,
while keeping track of changes in the statistics triggered
by domain shifts. Importantly, our method is agnostic to
the specific adaptation technique employed and thus, can
be incorporated to existing TTA methods to enhance their
performance in dynamic environments. We perform exten-
sive experiments on benchmark datasets to demonstrate the
superior performance of our method compared to state-of-
the-art adaptation methods.

1. Introduction

Deep neural networks (DNNs) have demonstrated re-
markable success in numerous applications. However, they
are known to suffer from performance degradation when
faced with distributional shifts between the training and test
data. This poses a significant risk in deploying DNNs in
domains such as autonomous driving or medical imaging,
where encountering unseen types of test data during deploy-
ment could result in undesirable consequences. To over-
come this challenge, test-time adaptation (TTA) [20,31] has
emerged as a promising approach.

*Currently at AWS AI Labs. Work done while the author was at UCR.

Figure 1. Problem setup. Traditional test-time adaptation meth-
ods suffer from forgetting and error accumulation over time as they
continuously adapt to incoming target distributions. Previous re-
search has demonstrated the benefits of resetting the model to its
original parameters when a domain change occurs, but these ap-
proaches rely on an oracle with additional domain knowledge for
detecting such changes. In this paper, we propose an automated
strategy to detect domain changes, allowing for efficient and ef-
fective model resets in practical scenarios.

TTA aims to adapt DNNs to the unseen target domain
using only unlabeled test data streams, without the need for
a substantial portion of the test data to be available as in
traditional domain adaptation settings [31], and without ac-
cessing the source data used for training the model. This
enables efficient and on-the-fly adaptation to distribution
shifts, making it computationally efficient and highly effec-
tive in real-world scenarios.

Existing TTA approaches typically focus on adapting to
distribution shifts between a fixed source domain and a tar-
get domain. However, in real-world scenarios, the target
domain may not remain static and can continuously evolve.
For instance, a self-driving car model trained on data from
clear weather conditions may encounter test data from di-
verse weather conditions such as rain, snow, fog, etc. In
such cases, it is crucial for the model to adapt its parameters
to these new domains accordingly in a continual fashion to
ensure optimal performance. This particular setting is often
referred to as continual test time adaptation in the literature
[25, 32]. Current TTA methods mostly fail to account for
such dynamic domain changes due to two primary reasons:
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• Catastrophic Forgetting: Over extended periods of
continuous adaptation to new distributions, the model
may experience catastrophic forgetting, wherein the
knowledge learned from the source domain is gradually
lost [32]. This can potentially erase valuable information
learned from the source domain and can have a negative
impact on the model’s performance when adapting to sub-
sequent new domains.

• Error Accumulation: Several TTA methods [31, 36]
leverage pseudo-labels for unsupervised adaptation. In a
continually changing environment, the dynamic distribu-
tion shift can cause the pseudo-labels to become progres-
sively noisier and miscalibrated. Thus, early prediction
errors are more prone to propagate and accumulate over
time, potentially leading to error accumulation.

To effectively tackle the challenges of catastrophic for-
getting and error accumulation in dynamic environments,
we propose to detect the underlying domain changes and
restore the source knowledge accordingly. Specifically,
we observe that the KL divergence between pre-trained
batch-norm statistics and the batch-norm statistics of in-
coming test batches can effectively quantify domain shifts.
Based on this insight, we develop an approach to detect
domain changes in dynamic environments. We maintain
an exponential running average of the batch-norm statis-
tics of incoming test batches to progressively estimate the
global batch-norm statistics specific to each domain, using
an adaptive momentum value determined by the KL diver-
gence between the running batch-norm statistics and the in-
coming test batch statistics. When a sudden distribution
shift occurs in the incoming test batches, the momentum
value undergoes a sharp change. By monitoring this, we
can identify outliers caused by domain shifts.

Using this approach, our method detects changes in the
distribution of a dynamic environment and appropriately
restores the model’s source knowledge. The primary ob-
jective is to prevent the forgetting of previously acquired
source knowledge and address the cumulative negative im-
pact of noisy and miscalibrated pseudo-labels. As a result,
our method enables more effective model adaptation. This
makes it highly suitable for dynamic scenarios where the
target domain may experience shifts over time.

Also, our domain change detection module is indepen-
dent of the adaptation method used. Therefore, our pro-
posed module can be seamlessly integrated into existing
TTA methods, enhancing their robustness to distribution
changes in dynamic environments. It is important to note
that the test time adaptation literature [20,32] often assumes
an ‘online’ version of the models, where an oracle with ad-
ditional ground-truth domain knowledge is available to re-
store the source knowledge when a domain change occurs.
Such online models are inherently resilient to the forgetting
issue. However, the requirement of ground-truth knowledge

renders the models impractical for application in real-world
scenarios. This paper is the first attempt to develop an ap-
proach that effectively serves as this oracle, yet without re-
quiring any ground-truth domain knowledge, enabling the
practical implementation of such online models.
Main contributions. To summarize, our primary contribu-
tions are as follows:
• We address a novel problem of detecting domain changes

in the context of continual test time adaptation, which fo-
cuses on dynamic environments where the target distribu-
tion undergoes continual domain shifts.

• We demonstrate that detecting such domain changes and
thereby restoring the source knowledge has the ability to
mitigate catastrophic forgetting and error accumulation.

• We extensively evaluate our proposed method on real-
world datasets, encompassing a wide range of tasks.
Through these experiments, we provide substantial em-
pirical evidence that demonstrates the effectiveness and
applicability of our approach.

2. Related Work
Unsupervised Domain Adaptation. Unsupervised domain
adaptation (UDA) aims to enhance the performance of a
pre-trained source model when there is a distribution shift
between the labeled source domain and the unlabeled tar-
get domain. UDA has been extensively applied in various
computer vision tasks, including image classification [27],
semantic segmentation [26], object detection [9], and re-
inforcement learning [21]. Existing approaches typically
focus on aligning the distributions of the source and tar-
get domains using techniques like maximum mean discrep-
ancy [18], adversarial learning [7, 27], and more. Recently,
there has been a growing interest in adaptation using only
a pre-trained model without the need for source data. This
shift is motivated by privacy and memory storage concerns
associated with the source data. These approaches lever-
age techniques such as information maximization [1, 2, 15],
pseudo-labeling [13, 35], and self-supervision [33].
Test Time Adaptation. UDA methods typically require a
significant amount of target domain data to adapt a model,
regardless of whether they utilize source data. Thus, the
adaptation process is performed offline, meaning that it hap-
pens before the model is deployed or used for inference on
the target domain. In contrast, test time adaptation (TTA)
approaches adapt a model to the target data after deploy-
ment, i.e., during inference or testing phase. It involves
updating the model’s parameters or internal representations
during inference based on the characteristics of the current
test batch from the target domain to improve performance
on the subsequent test batches. TTA approaches also do not
require the source data to be available during adaptation.

In an early work [14], authors leverage the batch-norm
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Figure 2. BN statistics for domain separation. t-SNE diagram
of the batch-norm means extracted from the last CNN layer of
ResNet-18 model. Clearly, the extracted batch-norm statistics al-
low for a clear separation between domains.

statistics of incoming test batches to adapt the model to the
target distribution instead of relying on pre-trained batch-
norm statistics. TENT [31] adapts a pre-trained source
model on incoming target data by minimizing entropy and
updating the batch-norm parameters of the source model.
DUA [19] continuously updates the batch-norm statistics
of the pre-trained source model with the incoming test
batches in order to align to the target distribution. TTA
methods have also been extended to the segmentation task
[10, 17, 24, 28].

TTA methods can also be used to adapt during inference
to a dynamically varying target distribution, that is, where
the target distribution changes after different time intervals.
In this case, TTA methods usually suffer from the problem
of error accumulation and catastrophic forgetting - continu-
ally drifting away from source knowledge. Few approaches
have been proposed to address these issues. CoTTA [32] ap-
plies stochastic restoration of source knowledge such that
the model does not drift much away from source knowl-
edge. EATA [20] introduces a regularization loss to ensure
that important model weights are preserved during adap-
tation, thereby alleviating forgetting. In contrast to these
methods, our approach provides a more structured and ef-
fective solution to mitigate forgetting and error accumula-
tion, resulting in better performance.

3. Method
3.1. Problem Setting

Consider a model fθ0 pre-trained on the source data
Xs ∼ Ds, where Ds denotes the source distribution. During
deployment, the model encounters a sequence of test data
X1 → X2 → . . . → Xt → . . ., where Xt represents a batch
of test samples from the test distribution Dt

test. Following
the TTA setting, the model needs to adapt to each incoming

test batch Xt and update its parameters from fθt−1 → fθt
in order to improve its predictions on the subsequent test
batch Xt+1. Since Dt

test changes continually over time, our
objective is to determine the specific time instance t when a
change in the domain occurs, Dt

test ̸= Dt−1
test . Detecting these

domain changes allows us to mitigate forgetting and error
accumulation by reverting the model parameters to fθ0 , pre-
serving source knowledge and enabling effective adaptation
to new domains.

3.2. Overall Framework

In this work, we hypothesize that leveraging the batch-
norm (BN) statistics of incoming test batches can provide
valuable insights into domain differentiation. To illustrate
this, we conduct an experiment using a pre-trained ResNet-
18 model on ImageNet. By extracting the batch-norm mean
from the last CNN layer for images from various domains in
the Office-Home [30] dataset, we create a t-SNE [29] visu-
alization (Figure 2). The plot clearly shows distinct separa-
tions between domains, indicating that BN statistics exhibit
unique patterns for different domains. Tracking changes in
these statistics allows us to detect domain shifts. However,
in dynamic environments with limited data availability, ac-
curately estimating BN statistics becomes challenging.

Towards solving the problem, we aim to capture the
global feature statistics of the current domain from the
sequential incoming test batches, each containing limited
data. When a domain shift occurs, the underlying distri-
bution of the data changes significantly, causing a notice-
able deviation in the feature statistics. By detecting these
abrupt changes, we can identify the occurrence of a domain
change. For this purpose, we employ a running average
strategy to progressively correct and update the BN statis-
tics to the incoming domain. Specifically, we first make a
copy of the pre-trained source model that essentially serves
as the oracle. During testing on the current batch t, let
µ̃lc and σ̃2

lc
represent the BN statistics (mean and variance)

extracted from the l-th layer’s c-th channel of the oracle-
model. We maintain two running averages as follows:

µt
lc = (1− ᾱt)× µt−1

lc
+ ᾱt × µ̃lc (1)

(σt
lc)

2 = (1− ᾱt)× (σt−1
lc

)2 + ᾱt × σ̃2
lc . (2)

Here, µt
lc

and (σt
lc
)2 denote the running BN statistics that

get updated with each incoming test batch. We initialize µ0
lc

and (σ0
lc
)2 with the BN statistics of the pre-trained source

model. ᾱt is the adaptive momentum value that controls
the influence of the current batch on the running average.
We want this value to gradually decrease over time when
encountering test batches from the same domain. This de-
crease reflects the alignment between the running statistics
and the global feature statistics of that specific domain. As
the running statistics gradually align through incoming test
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Figure 3. Plot of ᾱt with respect to incoming target batches from 15 sequential target domains as the running statistics get aligned. The
target datasets are from CIFAR10-C and CIFAR100-C. As the oracle-models (WideResNet-28 and ResNeXt-29) encounter test batches
from a new domain, the running statistics gradually align with the global statistics of that domain. Consequently, during a domain change,
ᾱt exhibits a peak in its neighborhood due to the high KL divergence between the running statistics and the statistics of the incoming
new-domain target batch. By detecting these peaks, it is possible to identify the occurrence of a domain change in the test batch. More
plots of ᾱt on other datasets can be found in the supplementary.

data, the need for significant adjustments diminishes, and
the running statistics better capture the underlying distri-
bution of the domain. However, when a domain change
occurs, the feature statistics of the current test batch devi-
ate significantly from the running statistics. In such cases,
the adaptive momentum ᾱt should assume a higher weight,
indicating the necessity for a larger correction to align the
running feature statistics with the new domain.

To design this momentum term, we propose to use the
KL divergence as a metric to quantify the domain shift.
Assuming the batch statistics per channel of the BN lay-
ers as a univariate Gaussian distribution, we calculate the
divergence between the running statistics up to the cur-
rent time instance (approximated as N (µt−1

lc
, (σt−1

lc
)2)) and

the incoming test batch-norm statistics (approximated as
N (µ̃lc , (σ̃lc)

2)). This allows us to obtain the unnormalized
value of the adaptive momentum for each layer as follows,

αt
l =

1

Cl

Cl∑
c=1

DKL

[
N
(
µt−1
lc

, (σt−1
lc

)2
)
,N
(
µ̃lc , σ̃

2
lc

)]
=

1

Cl

Cl∑
c=1

log

(
σ̃lc

σt−1
lc

)
+

(
σt−1
lc

)2
+
(
µt−1
lc

− µ̃lc

)2
2σ̃2

lc

−1

2
.

(3)

Where Cl is the number of channels in l-th layer. Finally,
the aggregated value across all layers, αt, is calculated as
follows,

αt =

∑
l α

t
l

L
(4)

where L is the total number of layers. We track the high-
est value of the KL divergence to normalize each αt to ᾱt,
ensuring that the values remain within the range of 0 to 1.
To initialize the highest domain distance value, we use the
KL divergence between the pre-trained BN statistics and the
statistics of the first target test batch. If a test batch yields
an even higher KL divergence, this value is updated accord-
ingly. Thus, ᾱt assumes a value of 1 initially.

Furthermore, it is not necessary to consider all layers of
the oracle-model to compute the momentum values. Re-
cent work [16] suggests that the penultimate layers are more
sensitive to domain shifts. In our experiments, we only con-
sider the layers of the last block in the model for the calcu-
lation.

In summary, we propose an effective approach that grad-
ually aligns the running statistics of each test batch with the
global statistics of the underlying domain. This enables ef-
fective detection of domain shifts, as the running statistics
undergo significant changes when a new domain is encoun-
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Algorithm 1 Overall Framework

Require: Source model fθ0 , Oracle-model fθorc
1: Initialize µ0

lc
and (σ0

lc
)2 of the oracle-model with source

pre-trained BN-statistics and set αmax → 0+

2: for each incoming test batch t do
3: for each layer l do
4: Calculate adaptive momentum αt

l for layer l using
Eqn. 3

5: end for
6: Calculate mean adaptive momentum αt of L layers

using Eqn. 4
7: if αt > αmax then
8: αmax = αt

9: end if
10: Normalize to get ᾱt = αt

αmax

11: for each layer l do
12: for each channel c in layer l do
13: Update running averages using Eqn. 1 and 2
14: end for
15: end for
16: Input the ᾱt to the peak detection algorithm (Algo-

rithm 2 in the Supplementary)
17: if peak then
18: Restore source model parameters to fθ0
19: end if
20: Predict on test batch t
21: Adapt model from fθt−1

to fθt with selected TTA
algorithm

22: end for

tered. This can be trivially incorporated into any existing
TTA algorithm to reset the model parameters whenever a
new domain is encountered, as illustrated in Algorithm 1.

3.3. Peak Detection

Figure 3 plots ᾱt for incoming batches in our experi-
ments. The value of ᾱt exhibits a significant increase when-
ever a domain change occurs, reaching a peak in its neigh-
borhood. As the model encounters more test batches from
the same domain, the running statistics gradually align with
the statistics of the domain, resulting in a decrease in the
KL divergence. This leads to a decrease in the momentum
value. By monitoring the online trend of ᾱt and identifying
the peak, we can detect domain changes in real time.

We utilize the online z-score algorithm [11] for peak de-
tection. This algorithm maintains an exponential running
average of the mean and standard deviation of inputs using
a sliding window. For a query data point, it calculates the
z-score, which represents the number of standard deviations
the data point deviates from the running mean. An anomaly
or peak is detected when the z-score exceeds a predefined
threshold. The details of the algorithm is provided in the

supplementary.
This is to be noted that the peak detection algorithm

exclusively operates on the oracle model, while the orig-
inal source model is consistently adapted (using any user
preferred TTA algorithm) with the arrival of test batches.
Whenever the oracle model identifies a domain shift, it re-
stores the adapted source model to its original state, and the
process of dynamic adaptation continues.

4. Experiments
4.1. Datasets

• CIFAR10C, CIFAR100C, and ImageNet-C: CIFAR10
and CIFAR100 [12] are popular image classification
datasets consisting of 10,000 test images. To evaluate the
robustness of trained models, CIFAR10C and CIFAR100C
[8] were developed. These datasets introduce 15 distinct
types of noise at varying severity levels (1 to 5) to the
original CIFAR10 and CIFAR100 test images. Similarly,
ImageNet-C [8] is the noisy counterpart of the ImageNet
dataset [6]. These datasets serve as widely-used bench-
marks in the field of continual TTA [32].
• Digits: The Digit benchmark is a standard dataset for
digit classification, comprising ten classes. For our experi-
ments, we utilized five domains: MNIST (MT), USPS (UP),
SVHN (SV), MNIST-M (MM), and Synthetic Digits (SY).
• Office-Home:: The Office-Home dataset [30] comprises
four domains, namely Art (Ar), Clipart (Cl), Product (Pr),
and Real World (Re), each containing 65 classes.
• Cityscapes to ACDC: Cityscapes [4] is a large-scale
dataset that has dense pixel-level annotations for 30 classes
grouped into 8 categories. The Adverse Conditions Dataset
[22] has images corresponding to fog, night-time, rain, and
snow weather conditions. The number of classes is the same
as the evaluation classes of the Cityscapes dataset. Keeping
accordance with the standard setting, we evaluate our model
on 19 semantic labels without considering the void label.

4.2. Baseline Methods

We utilize TENT [31] as the primary adaptation method
and incorporate it with our proposed approach on detecting
domain changes and restoring model parameters. We se-
lected TENT primarily due to its lightweight and efficient
nature, as it does not require additional modules and can
perform adaptation with a single back-propagation step. We
also compare our method with a variant of TENT called
‘TENT-Online’ [32]. TENT-Online assumes the availabil-
ity of an oracle that can detect domain changes and resets
the model accordingly. This serves as an upper-bound com-
parison for our method, representing the best-case scenario.
However, in practice, such an oracle is not practical as this
requires additional ground truth domain knowledge. We
show that our method achieves comparable results to TENT-
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Table 1. Classification error rate ↓ (in %) for the standard CIFAR100-to-CIFAR100C and ImageNet to ImageNet-C continual test-time
adaptation task on corruption severity level 5. Note that the “online” methods represent best-case scenarios that require manual restoration
to source weight upon a domain change, and they serve as upper bounds for their corresponding continuous adaptation counterparts. Online
model rows are highlighted to emphasize best-case scenario.
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DUA Online 43.7 39.8 42.8 33.1 44.4 30.5 27.8 34.9 33.5 43.6 25.8 32.3 39.9 41.4 41.3 37.0
DUA Continual 43.7 39.5 42.2 56.8 47.6 40.2 33.6 39.9 36.8 48.2 28.7 43.2 49.5 77.1 47.1 44.9

DUA + Ours 43.7 39.7 42.7 33.1 44.1 30.4 29.0 34.5 33.5 43.8 25.9 32.5 39.8 41.4 41.0 37.0
Tent Online 37.5 35.3 32.7 25.7 37.5 27.5 25.8 30.6 32.3 33.1 24.4 28.1 33.2 28.7 37.3 31.3

Tent Continual 37.5 37.1 44.3 41.3 56.5 55.6 57.9 69.7 75.0 83.3 86.2 93.7 95.5 96.2 96.9 68.4
Tent + Ours 37.8 35.5 32.7 25.8 38.0 27.6 26.9 30.8 32.4 33.9 24.7 28.3 33.2 28.8 37.9 31.6

Im
ag

eN
et

-C

DUA Online 85.7 84.5 84.6 96.5 88.3 75.9 61.9 69.2 68.7 60.2 35.6 84.0 60.6 51.4 60.3 71.2
DUA Continual 85.7 88.5 82.5 99.8 99.8 98.8 89.9 88.6 79.8 84.4 49.5 96.3 78.5 71.5 60.3 83.6

DUA + Ours 85.7 84.6 83.0 99.4 90.8 76.3 62.1 69.4 68.9 61.7 35.7 84.5 62.8 52.2 59.9 71.8
Tent Online 74.7 71.4 73.8 75.5 75.4 61.9 52.6 54.5 61.3 44.0 33.8 79.3 46.5 43.6 50.1 59.9

Tent Continual 74.7 71.7 69.7 76.3 75.0 70.4 62.0 68.8 71.0 62.7 51.1 82.5 67.8 66.9 71.4 69.5
Tent + Ours 74.8 73.6 72.3 75.4 74.9 62.5 52.7 55.1 62.3 44.0 33.6 79.3 47.7 43.5 50.0 60.1

Online without the need for such ground truth knowledge.
Apart from TENT, we also integrate our method with

DUA [19] to illustrate the versatility of the proposed do-
main change detection module with respect to the under-
lying TTA algorithm. By detecting domain changes and
restoring DUA parameters, we extend its capability to per-
form adaptation in dynamic environments. We also com-
pare our results with CoTTA [32] and EATA [20]. These
two methods specifically focus on continual test time adap-
tation. We use the official implementations for all baselines.

4.3. Implementation Details

For CIFAR100C and ImageNet-C experiments, we adopt
the pre-trained ResNeXt-29 [34] and ResNet-50 respec-
tively from Robustbench [5] for all methods. We use
ResNet-18 for the Digit and Office-home experiments. Our
batch size is set to 64 for ImageNet-C and 128 for other
classification experiments. For the TENT approach adopted
for our method, we use Adam optimizer with a learning rate
of 0.001. Similar to [32], we utilize the validation set com-
piled by RobustBench for ImageNet-C dataset. For the peak
detection algorithm, we use a sliding window of 10 and a
momentum of 0.1 for incoming values. The threshold is
taken as 15 standard deviations. We maintain consistency
with the respective papers of the compared methods by us-
ing the same learning rate, optimizer, and rest of the hy-
perparameters. For all the comparing methods we use their
official implementations.

4.4. Experiments on CIFAR100C and ImageNet-C

We first evaluate our method on CIFAR100C and
ImageNet-C. Particularly, given a pre-trained model on CI-
FAR100/ImageNet, we adapt the model sequentially to 15
types of unseen domains/noise sets. Each of the noise sets

has a total of 10, 000 images. We show the results in Ta-
ble 1. DUA-Online and TENT-Online models are manually
reset when there is a domain change and thus, the mod-
els act as an upper-bound for comparison with our method.
On the other hand, TENT and DUA Continual are continu-
ally adapted (lifelong) to test data without manual resetting.
It can be observed from the table that the performance of
both TENT and DUA deteriorates over time, as the mod-
els continually adapt to unseen test samples. In the case of
ImageNet-C the deterioration is much more prominent be-
cause ImageNet-C has a total of 1000 classes, which makes
it difficult for the model to produce reliable pseudo-labels
and thus contributing to error accumulation. The deviation
of the results from the corresponding online models also
highlights the poor performance of TENT and DUA. The
performance in fact deteriorates over time in comparison to
their corresponding online models due to catastrophic for-
getting and gradual error accumulation. On the other hand,
when our method is added to TENT and DUA in order to au-
tomatically detect a domain change and reset the model pa-
rameters accordingly, the performance of both models im-
proves by a big margin. The results also get very much close
to their corresponding online models which verifies that our
method can effectively mimic the online models without re-
quiring any domain knowledge.

4.5. Experiments on Digits and Office-Home

We next perform experiments on digit and officehome
datasets. In order to simulate a dynamic environment, we
train a model on the train set of one dataset, and sequentially
adapt on the test sets of rest of the datasets for a total of
10 cycles. The results are shown in Table 3 and Table 4.
The columns in the tables show the dataset in which the
source model is trained on. For example, in case of the
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Table 2. Classification error rate ↓ (in %) for the standard CIFAR100-to-CIFAR100C and ImageNet to ImageNet-C adaptation task on
corruption severity level 5 against current state-of-the-art models on continual test time adaptation.
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Source 72.3 67.4 39.0 29.4 53.6 30.5 28.8 39.1 45.5 50.3 29.7 55.4 37.2 74.8 41.0 46.3
BN-Stat [23] 42.1 40.7 42.7 27.6 41.9 29.7 27.9 34.9 35 41.5 26.5 30.3 35.7 32.9 41.2 35.4
EATA [20] 39.7 37.2 37.0 26.9 40.0 28.4 26.5 32.0 32.9 38.2 25.2 29.9 34.3 30.5 39.0 33.2

CoTTA [32] 40.1 37.7 39.7 26.9 38.0 27.9 26.4 32.8 31.8 40.3 24.7 26.9 32.5 28.3 33.5 32.5
Tent + Ours 37.8 35.5 32.7 25.8 38.0 27.6 26.9 30.8 32.4 33.9 24.7 28.3 33.2 28.8 37.9 31.6

Im
ag

eN
et

C Source 97.9 96.9 98.2 81.9 89.7 84.9 78.2 83.3 77.3 76.2 41.2 94.4 82.9 79.2 68.7 82.1
BN-Stat [23] 85 83.7 85 84.7 84.3 73.7 61.2 66 68.2 52.1 34.9 82.7 55.9 51.3 59.8 68.6
EATA [20] 82.4 76.9 73.9 77.4 73.1 63.9 54.0 60.9 61.2 49.1 36.0 67.3 49.4 45.6 49.9 61.4

CoTTA [32] 84.5 81.9 79.8 80.8 78.2 67.3 57.6 60.5 60.4 48.2 36.5 64.0 47.3 41.1 45.2 62.2
Tent + Ours 74.8 73.6 72.3 75.4 74.9 62.5 52.7 55.1 62.3 44.0 33.6 79.3 47.7 43.5 50.0 60.1

Table 3. Classification error rate on continual adaptation task on
digit datasets. The column header represents the source dataset
where the model is trained on. Mean classification error over all
the cycles is reported here.

Method MM MT UP SV SY Avg
DUA Online 36.3 71.6 74.7 29.7 24.1 47.3

DUA Continual 36.6 73.8 76.0 29.8 24.4 48.1
DUA + Ours 36.4 71.8 74.7 29.7 24.1 47.3
Tent Online 37.1 72.5 75.4 27.7 22.5 47.0

Tent Continual 43.1 87.9 86.0 28.1 23.4 53.7
Tent + Ours 38.0 72.8 75.6 27.8 22.5 47.3

Table 4. Classification error rate on continual adaptation task on
office-home dataset.

Method Ar Cl Pr Rw Avg
DUA Online 46.7 47.0 51.5 41.7 46.7

DUA Continual 49.6 47.5 52.4 43.2 48.2
DUA + Ours 47.0 47.2 52.1 41.9 47.1
Tent Online 48.1 46.4 51.4 41.8 46.9

Tent Continual 79.2 63.6 75.2 47.7 66.4
Tent + Ours 48.9 47.3 51.4 42.1 47.4

‘MM’ column of 3, the source model is trained on MNIST-
M dataset and then during test-time, the model is adapted to
sequential unseen domains in the following order: MT →
UP → SV → SY. This whole cycle goes on for a total of 10
times. Similarly, in case of the ‘Art’ column of Table 4, the
source model is trained on Art dataset and then, the model
is adapted sequentially to unseen domains in the following
order: Cl → Pr → Rw for a total of 10 times. The mean
classification error over the whole sequence is reported at
the tables. It can be observed from both the table that our
method performs better than TENT and DUA Continual.
Our results are very close to the online models, while in
some cases, i.e., SYNDIG, SVHN, Pr it is equal.

4.6. Experiments on Cityscapes to ACDC

In this experiment, we evaluate our method on the more
complex continual test-time adaptation scenario - semantic

Table 5. Semantic segmentation results (mIoU in %) on the
Cityscapes-to-ACDC online continual test-time adaptation task.
We evaluate the four test conditions continually for ten times and
report the mean here. ‘O’ refers to the online model.

Method DUA-O DUA-C +Ours Tent-O Tent-C +Ours
mIoU 20.8 20.5 20.7 17.1 14.7 17.0

segmentation of Cityscapes to ACDC. In order to simulate
real-life situations where comparable environments may be
encountered, we iterate an identical four condition sequence
for a total of ten times, resulting in a total of 40 repetitions:
Fog → Rain → Snow → Night → Fog . . . Specifically, we
train the model on the clean weather condition of Cityscapes
dataset and adapt to this unseen weather condition sequence
from ACDC. We use DeepLab v3+ [3] with a ResNet-18
encoder for the experiment. The batch size used is 4. We
report the mean performance over all the sequences.

The results are shown in Table 5. It can be observed that
the continual models perform worse than the online models.
The performance gap between the two models is even more
highlighted in the case of TENT. On the other hand, in both
cases, adding our method helps DUA and TENT to reach
performance on par with the online model.

4.7. Comparison with State-of-the-Art

In this section, we evaluate our method against state-of-
the-art approaches specifically designed for the continual
adaptation task. We conduct experiments on CIFAR100-
C and ImageNet-C. We compare our method with CoTTA
[32] and EATA [20]. CoTTA mitigates catastrophic forget-
ting by employing stochastic restoration of source weights,
while EATA incorporates Fisher regularizer to limit drastic
changes in important model parameters, thereby preserv-
ing source knowledge. In comparison, our method offers
a more structured and intuitive approach to retaining source
knowledge. Additionally, we also compare our method with
BN-Stat [23], which replaces the pre-trained batch-norm
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statistics with statistics estimated from the test batch.
In the initial experiment, we conduct adaptation to the

15 corruptions from CIFAR100-C and ImageNet-C, each
with a severity level of 5 [32]. The results are presented
in Table 2. The table reveals that our method surpasses all
the baseline models on both datasets in mean performance.
Despite CoTTA and EATA utilizing advanced techniques
such as mean teacher and advanced regularizers to retain
source knowledge and mitigate error propagation, our sim-
pler approach achieves superior performance compared to
both these methods.

We next look at a more challenging adaptation scenario.
For this experiment, we gradually change the severity level
in CIFAR100C for each corruption set as follows: 1 → 2 →
3 → 4 → 5 → 4 → 3 → 2 → 1. Hence, we have a total of
15×5 or 75 unseen domains. This specific experiment [32]
is designed to highlight the catastrophic forgetting and error
accumulation issue more prominently.

Table 6. Results for gradually changing noise level. The mean of
the whole sequence is reported here.

Method EATA CoTTA Tent+Ours
Error Rate (in %) 34.9 28.1 26.8

As can be seen from the Table, our method again outper-
forms both CoTTA and EATA in this challenging adaptation
task. Notably, our method achieves an impressive 8.1% im-
provement compared to EATA, further highlighting its ef-
fectiveness and superiority in mitigating catastrophic for-
getting and error accumulation.

4.8. Analysis on Forgetting

In this section, we demonstrate the robustness of our
method against catastrophic forgetting by evaluating the
classification accuracy on the source test set after complet-
ing adaptation to each domain [20]. Specifically, we take
the CIFAR100-C dataset and after adapting the model to
each of the 15 unseen domains, we check the accuracy on
the test set of the clean CIFAR100 dataset. This helps to
quantify the reduction of source knowledge after each adap-
tation cycle. The results are shown in Figure 4.

From the figure, it is apparent that the test accuracy of
the TENT method gradually deteriorates as it encounters
new domains. This degradation of source knowledge di-
rectly correlates to poor generalization on target domains,
as shown in Table 1. For reference, the source accuracy is
also plotted, representing the ideal scenario with the curve
being completely flat. It can be observed that our method al-
most overlaps with the source accuracy curve. This shows
that we achieve almost no forgetting of source knowledge
with our method. CoTTA and EATA outperform TENT by a
big margin because these methods are specifically designed
to combat forgetting. Nevertheless, these two specialized

Figure 4. We assess the source knowledge by evaluating the meth-
ods on the source test set following the completion of adaptation
to each domain of CIFAR-100C. Observing the results, it becomes
evident that our method aligns more with the source accuracy, sig-
nifying robustness to the forgetting of source knowledge compared
to SOTA methods.

methods also are not completely robust to forgetting, as ob-
served by the gap from the flat source accuracy curve in the
figure. Our method surpasses even CoTTA and EATA in
terms of accuracy. Furthermore, we have carried out addi-
tional sensitivity analyses on the threshold value used in the
peak detection algorithm to ensure its robustness. Detailed
results, along with decision diagram of our method and an
analysis of scenarios where the domain gaps between vari-
ous domains are very small, can be found in the supplemen-
tary material.

5. Conclusion
This paper addresses the novel problem of detecting do-

main changes in dynamic environments. We estimate global
batch-norm statistics of a domain using an adaptive momen-
tum, which undergoes a significant change during distribu-
tion shifts. By detecting these domain changes and restor-
ing model parameters to their source pre-trained values, we
have shown that our method effectively mitigates the issues
of catastrophic forgetting and error accumulation observed
in traditional TTA methods. This enhances the robustness of
TTA methods in dynamic environments, and ensures their
performance is maintained over time.
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