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Abstract

Scene Text Image Super-resolution (STISR) has recently
achieved great success as a preprocessing method for scene
text recognition. STISR aims to transform blurred and noisy
low-resolution (LR) text images in real-world settings into
clear high-resolution (HR) text images suitable for scene
text recognition. In this study, we leverage text-conditional
diffusion models (DMs), known for their impressive text-
to-image synthesis capabilities, for STISR tasks. Our ex-
perimental results revealed that text-conditional DMs no-
tably surpass existing STISR methods. Especially when
texts from LR text images are given as input, the text-
conditional DMs are able to produce superior quality
super-resolution text images. Utilizing this capability, we
propose a novel framework for synthesizing LR-HR paired
text image datasets. This framework consists of three spe-
cialized text-conditional DMs, each dedicated to text image
synthesis, super-resolution, and image degradation. These
three modules are vital for synthesizing distinct LR and HR
paired images, which are more suitable for training STISR
methods. Our experiments confirmed that these synthesized
image pairs significantly enhance the performance of STISR
methods in the TextZoom evaluation.

1. Introduction

Scene text recognition has attracted considerable atten-
tion because of its high applicability in many areas. How-
ever, it remains a challenging task when the input im-
ages are significantly blurred and low-resolution. To ad-
dress these problems, scene text image super-resolution
(STISR) is a promising approach. STISR aims to restore the
high-resolution (HR) text images from low-resolution (LR)
text images. Unlike standard single-image super-resolution
[10, 23–26, 60], which is applied to general scene images,
STISR is specialized for text images. Hence, the essence
of STISR lies in restoring HR text images while preserving
the textual information contained in the LR images. The
restored images are called super-resolution (SR) images.

To effectively train STISR models, there is a need for a
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Figure 1. SR text images restored from different methods. Text
below the images indicates text recognition results. Red char-
acters indicate incorrect or missing results. TCDM denotes the
text-conditional diffusion model, while TCDM* indicates TCDM
trained using ground-truth text input.

substantial quantity of paired LR-HR text images. However,
obtaining such paired images from real-world scenarios is
significantly expensive, which results in a scarcity of public
datasets tailored for STISR. An alternative strategy is the
generation of synthetic LR images. This can be achieved
by applying synthetic degradation, such as bicubic interpo-
lation and blur kernels, to text images. However, the syn-
thetic images produced via these simple degradation meth-
ods might not be apt for real-world settings, where more
complex degradations can occur [51].

In this study, we aim to produce realistic paired text im-
ages that are better suited for training STISR methods. The
proposed framework in this study hinges on two primary
elements. Firstly, it utilizes text-conditional diffusion mod-
els. Diffusion models (DMs) [15,45,46] have demonstrated
remarkable generative performance in various tasks, espe-
cially in text-to-image synthesis [34,37,40]. This generative
prowess can also be considered effective for STISR. Un-
like text-to-image synthesis settings, in STISR, text prompts
are not predetermined. Therefore, a pretrained text recogni-
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tion model is required to extract text features from the text
images. Our experimental results indicate that while the
vanilla DM is sufficiently effective, incorporating text fea-
ture extraction further elevates its performance. The second
element arises from the observation that the performance
of STISR methods can be substantially boosted by using
ground-truth texts of LR text images, rather than depending
on outputs of the text recognition model. These two ele-
ments allow our framework to generate high-quality super-
resolution text images from the provided text images and
their corresponding ground-truth texts.

Furthermore, our proposed method integrates two addi-
tional components. The first is an image degradation model
that generates LR text images from the provided text im-
ages. Combined with the aforementioned super-resolution
model, our framework can generate LR-HR paired text im-
ages from the input text images with their ground-truth
texts. The second component is a text image generation
model that generates text images from text strings. Once
these models are trained, they allows for the generation of
as many LR-HR paired images as desired. In our proposed
framework, all the three components are implemented using
text-conditional DMs.

Synthesising LR-HR paired images is not novel strat-
egy to enhance single image super-resolution performance.
BSRGAN [56] and Real-ESRGAN [53] combine different
types of synthetic degradations to emulate realistic ones.
Sidiya et al. [4] introduce two Style-GAN-based models
[22] for synthesizing paired image. MCinCGAN [59] and
Pseudo-SR [30], which are based on Cycle-GAN [63], elim-
inate the need for image-level paired training images. How-
ever, these methods are not specialized for text images.
Conversely, our proposed framework is designed specif-
ically for text images, enabling the generation of high-
quality paired images by utilizing the textual content in the
text images as input.

The super-resolution and image degradation models in
our framework are trained using TextZoom [51], the most
commonly dataset for STISR. For the text image genera-
tion model, we explore two scenarios: one where the model
is trained exclusively on TextZoom and another where it
is trained on both TextZoom and additional text image
datasets. The paired images synthesized by our framework
are combined with TextZoom to form augmented datasets.
Our experiments reveal that the augmented datasets enhance
the performance of STISR methods, showing a marked im-
provement over relying solely on TextZoom.

Our contributions can be summarized as follows. (1) To
the best of our knowledge, this study represents the pioneer-
ing effort applying text-conditional DMs to scene text im-
age super-resolution. Experimental validation confirms that
the DMs attain state-of-the-art performance when assessed
on TextZoom [51]. (2) We introduce a framework to gener-

ate LR-HR paired text images. Using ground-truth texts of
input text images for training each component of the frame-
work, it can generate high-quality paired images that are apt
for the training datasets of STISR methods. (3) Through
our experiments, we show that the augmented datasets ef-
fectively enhance the performance of STISR methods, sur-
passing results obtained by relying solely on TextZoom.

2. Related Works

2.1. Scene Text Recognition

Scene text recognition methods basically accept a
cropped image that contains only a single word as input.
The text images are fed into the CNN- or Transformer-based
feature extractor. Several decoding methods have been pro-
posed using image features to predict characters. Two major
decoding methods exist: CTC decoding [13, 42] and atten-
tion decoding [3,12,27,43]. Please refer to the comprehen-
sive survey [13] for more details on scene text recognition.

2.2. Scene Text Image Super-Resolution

The goal of STISR is to restore an HR image from an LR
image. Unlike standard single image super-resolution, in
STISR, one word always appears in the input image (called
a text image). Therefore, extracting accurate textual con-
tents from text images and effectively utilizing it is essen-
tial to generate high-quality SR images. In fact, not only
PSNR/SSIM metrics, which are commonly used in single
image super-resolution, but also text recognition accuracy
are used to evaluate the performance of STISR methods.

Many methods have been proposed in this area. Dong
et al. [11] applied an SRCNN [10] to obtain SR images
and demonstrated its effectiveness in terms of scene text
recognition performance. TextSR [52] and MCGAN [54]
are based on SRGAN [25] and use loss functions to adopt
the guidance of the text recognizer. PCAN [61] and [36]
focused on the high-frequency components of an image
during reconstruction. PlugNet [32] and TSRN [51] uti-
lized novel modules based on residual blocks to enhance
SR quality. In STT [5], position- and content-aware losses
were proposed. These losses encourage the model to fo-
cus on character regions and labels, which helps produce
SR text images suitable for text recognition. TATT [28, 29]
incorporates text prior information obtained from a text
recognizer into a transformer-based network using cross-
attention modules. C3-STISR [62] exploits three clues: text
prior, visual, and linguistical information. TG [6] was pro-
posed to concentrate on the stroke-level internal structures
of characters. Wang et al. [51] proposed TextZoom, which
contains real LR-HR paired images and is widely used to
evaluate the performance of STISR methods.
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2.3. Diffusion Models

Gaussian DMs were first introduced in [45] and have
been improved for image generation [9, 15, 16, 35] and var-
ious other tasks [2, 19]. DMs achieve significant perfor-
mance, particularly in text-to-image synthesis. A major
concern here is how to condition the DM to control the im-
age generated using text prompts accurately. To this end,
classifier guidance was proposed in [9], which can improve
the sample quality using class labels while reducing the di-
versity of the generated images. Classifier guidance was
extended to classifier-free guidance in [17], eliminating the
need for an additional classifier. This makes it easier to con-
dition DMs on information that is difficult to handle with a
classifier such as text [34,37,37,40]. In addition, DMs have
been applied to single image super-resolution [41]. The LR
image is created by downsampling the HR image, concate-
nating it with the input image, and feeding it to the model.
Additionally, SR is often used as an auxiliary task in text-
to-image synthesis to generate high-resolution images [34].

3. Methodology

The method proposed in this paper is based on denois-
ing diffusion probabilistic models (DDPMs). In the follow-
ing, we describe the improvement of DDPMs for applica-
tion to STISR in Sec. 3.1. Loss functions for extracting tex-
tual information and the model architecture of the proposed
method are described in Sec. 3.1.1 and 3.1.2, respectively.
Next, we introduce a framework for synthesizing LR-HR
paired text images in Sec. 3.2.

3.1. Text-Conditional DMs for STISR

A DM consists of forward and reverse processes. In
the forward process, Gaussian noise is gradually added to
the input image, and eventually it becomes pure Gaussian
noise. Conversely, in the reverse process, starting from pure
Gaussian noise, noise is sequentially removed to recreate
the original image.

The objective here is to achieve each step of the re-
verse process from a Gaussian noise input. Recent suc-
cessful models view this problem as one of predicting the
Gaussian noise contained at each step of the forward pro-
cess with a sequence of denoising autoencoders ✏✓(xt, t),
8t 2 {1, . . . , T}. Here, xt is the output of the tth step
of the forward process. Consequently, the loss function is
given as

Lu = Et,x0,✏[k✏� ✏✓(xt, t)k2], (1)

where t is sampled uniformly from {1, . . . , T} and ✏ ⇠
N (0, I). Note that xT corresponds to a noise image. The
derivation of Eq. 1 is provided in Sec. A and [15].

From the STISR perspective, it is necessary to control
the output HR text image x0 under two different conditions:
LR text image and text in the text image. According to

prior studies on text-to-image synthesis, this can be easily
achieved by simply conditioning ✏✓(xt, t) in Eq. 1.

When conditioning a DM on an LR image xl, xt is re-
placed with x0

t = [xt, xl], where [·, ·] indicates the operation
of concatenation in the channel dimension. Here, xl must
be bicubic interpolated to the size of xt.

Unlike text-to-image synthesis, text prompts are not pro-
vided by users in STISR. Therefore, textual information
must be extracted from the provided text images. In pre-
vious studies [28, 29], such textual information, which is
referred to as text prior, is extracted using a pretrained text
recognition method. This model is called text prior gen-
erator. In this study, we additionally introduce ground-
truth text prior, which is created from user-provided text in-
stead of using the text prior generator. The text prior or the
ground-truth text prior is then fed into a text encoder to ob-
tain text features z. Consequently, the loss function in Eq.
1 is modified as follows:

Lc = Et,x0,✏[k✏� ✏✓(x
0
t, z, t)k2]. (2)

3.1.1 Text Prior Generator

Following prior studies [28, 29, 62], the text prior generator
is trained concurrently with the DM. We use intermediate
features from one layer before the final output as text fea-
tures. As the input to the text prior generator, we can use
tth output image xt in addition to LR image xl. When t is
small, xt can be sufficiently clear to be useful for the text
prior generator, whereas when t is large, xt may still be
noisy. Therefore, we consider the weighted sum of the two
images yt = (1� (t/T )3)xt+(t/T )3xl as the input for the
text prior generator. When t is large, yt is close to xl; as t
decreases, yt approaches xt.

When ground-truth text prior is used, a text prior gen-
erator is not required. Instead, the ground-truth text prior
must be manually created from the corresponding texts and
is represented by a matrix fP 2 Rl⇥|A|, where l is the max-
imum length of the input text, and A is the character set.
Each row of fP is a one-hot vector. When the text length is
less than l, all zero vectors are inserted at equal intervals to
fit the size of fP .

3.1.2 Model Architecture

In our text-conditional DMs, we adopt the prevailing UNet
architecture [39] similar to previous studies [9, 35]. How-
ever, unlike text-image synthesis, STISR does not require a
large language model for the text encoder because the input
text is typically only a single word. Therefore, we adopt a
simple self-attention-based architecture for the text encoder
(see Sec. B for more details).
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Figure 2. Overview of the proposed framework for LR-HR paired text image synthesis. First, text images are generated by Synthesizer with
user-provided text. Next, the generated text images are fed to Super-resolver and Degrader to generate HR and LR images, respectively.
Synthesizer, Super-resolver, and Degrader are based on text-conditional DMs, which take user-provided texts as input.

To condition DMs on text features obtained from the
text encoder, cross-attention modules [48] have been a com-
mon choice in text-to-image synthesis. In previous studies,
cross-attention modules are inserted in multiple resolution
layers [38, 40]. On the other hand, in our text-conditional
DMs, cross-attention modules are inserted only at the bot-
tom of the UNet. Our experimental results show that this
architecture can sufficiently grasp the text features while
curbing computational expenses. However, a single cross-
attention module is inadequate, thus we adopt an architec-
ture with multiple cross-attention modules. See Sec. B for
the architecture details.

3.2. LR-HR Paired Text Image Synthesis

In this subsection, we explore the use of text-conditional
DMs to build a framework for synthesizing LR-HR paired
text images. As shown in Fig. 2, the proposed framework
comprises three distinct subtasks: (1) text image synthe-
sis, (2) super-resolution, and (3) image degradation. We
refer to the text-conditional DMs for these three tasks as
(1) Synthesizer, (2) Super-resolver, and (3) Degrader, re-
spectively. The workflow of the proposed framework is as
follows. First, Synthesizer generates text images from user-
provided texts. Then, these generated text images are fed
to Super-resolver and Degrader to generate HR and LR im-
ages, respectively. As a result, from an arbitrary text input,
the corresponding LR-HR paired text images can be cre-
ated. The three text-conditional DMs do not share param-
eters and depend on different inputs. Synthesizer is solely
conditioned on input texts, whereas Super-resolver and De-
grader are conditioned both on the text images from Syn-
thesizer and the initial input texts.

Training Synthesizer requires only the text images and

their corresponding texts. In other words, it can be trained
using scene text recognition datasets, which are more read-
ily available in large volumes than STISR datasets. It is
noteworthy that using Synthesizer is optional. Scene text
recognition datasets can be directly used as input to Super-
resolver and Degrader, instead of using text images gen-
erated by Synthesizer. Regarding the training of Super-
resolver and Degrader, both paired LR-HR text images and
their corresponding texts are required. The Degrader train-
ing can be realized by simply swapping the condition with
the target image in the Super-resolver training. For the De-
grader training, it is not trivial whether to use texts as input.
Nonetheless, our experimental results suggest an enhance-
ment in the quality of the generated text images. Refer to
Sec. E for more details.

Incorporating both Super-resolver and Degrader is cru-
cial to our framework. In scene images, text areas fre-
quently occupy small portions. As a result, text image
datasets encompass many low-resolution and blurred im-
ages as well as high-resolution ones. By applying these two
modules to the provided text images, our framework can
generate distinct pairs of LR and HR images.

4. Evaluation

4.1. Evaluation on TextZoom

In this subsection, we evaluate the performance of our
text-conditional DMs on TextZoom and compare them with
state-of-the-art methods in STISR.
Training Details. The size of the HR images was 32 ⇥
128, and the LR images were bicubic interpolated to the
same size before being fed to the DMs. Following prior
studies, we used a character set consisting of digits and low-
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Method CRNN [42] MORAN [27] ASTER [43]
Easy Medium Hard Avg. Easy Medium Hard Avg. Easy Medium Hard Avg.

Bicubic 36.4% 21.1% 21.1% 26.8% 60.6% 37.9% 30.8% 44.1% 67.4% 42.4% 31.2% 48.2%
HR 76.4% 75.1% 64.6% 72.4% 91.2% 85.3% 74.2% 84.1% 94.2% 87.7% 76.2% 86.6%

SRCNN [10] 41.1% 22.3% 22.0% 29.2% 63.9% 40.0% 29.4% 45.6% 70.6% 44.0% 31.5% 50.0%
SRResNest [25] 45.2% 32.6% 25.5% 35.1% 66.0% 47.1% 33.4% 49.9% 69.4% 50.5% 35.7% 53.0%

TSRN [51] 52.5% 38.2% 31.4% 41.4% 70.1% 55.3% 37.9% 55.4% 75.1% 56.3% 40.1% 58.3%
STT [5] 59.6% 47.1% 35.3% 48.1% 74.1% 57.0% 40.8% 58.4% 75.7% 59.9% 41.6% 60.1%

PCAN [61] 59.6% 45.4% 34.8% 47.4% 73.7% 57.6% 41.0% 58.5% 77.5% 60.7% 43.1% 61.5%
TG [6] 61.2% 47.6% 35.5% 48.9% 75.8% 57.8% 41.4% 59.4% 77.9% 60.2% 42.4% 61.3%

TATT [29] 62.6% 53.4% 39.8% 52.6% 72.5% 60.2% 43.1% 59.5% 78.9% 63.4% 45.4% 63.6%
C3-STISR [62] 65.2% 53.6% 39.8% 53.7% 74.2% 61.0% 43.2% 60.5% 79.1% 63.3% 46.8% 64.1%

DDPM* 66.8% 56.5% 41.8% 55.0% 78.4% 62.2% 45.3% 62.0% 81.1% 64.3% 48.9% 64.7%
TCDM 67.3% 57.3% 42.7% 55.7% 77.6% 62.9% 45.9% 62.2% 81.3% 65.1% 50.1% 65.5%

Table 1. Comparison with the existing methods in terms of the recognition accuracy on TextZoom. TCDM denotes the text-conditional
DM. * indicates DDPM [35] trained on TextZoom by ourselves.

Method GT SSIM (⇥10�2) PSNR Acc. (%)Text
Bicubic 69.61 20.35 26.8

HR - - 72.4
SRCNN [10] 72.27 20.78 29.2

SRResNest [25] 74.03 21.03 35.1
TSRN [51] 76.90 21.42 41.4

STT [5] 76.14 21.05 48.1
PCAN [61] 77.52 21.49 47.4

TG [6] 74.56 21.40 48.9
TATT [29] 79.30 21.52 52.6

C3-STISR [62] 77.21 21.51 53.7
DDPM* 79.50 22.70 55.0
TCDM 79.58 22.83 55.7

TATT X 79.34 22.35 61.0
TCDM X 80.25 22.86 68.1

Table 2. Comparison with the existing methods in terms of aver-
age of SSIM/PSNR and recognition accuracy on TextZoom. The
recognition accuracy was evaluated by CRNN. The bottom two
lines show the results of the methods using ground-truth texts.

ercase letters plus a blank character when training the text
prior generator (|A| = 37). When training with ground-
truth text prior, it was created with a character set consist-
ing of digits and lower- and upper-case letters plus a black
character (|A| = 63). Additionally, we set the maximum
length of the input text l = 26. To fine-tune the text prior
generator, we used the KL loss [28]. Other detailed hyper-
parameters are provided in Sec. B. All experiments were
performed using a workstation equipped with A100 GPUs.
Dataset. To train and evaluate the STISR methods, we
used TextZoom [51], which contains 21,740 LR-HR pair
images and their corresponding text labels. Images in
TextZoom were captured by cameras with different focal
lengths in the wild. The training set of TextZoom consisted
of 17,367 pairs, and the rest were used as the test set. The
test set was divided into three subsets according to the cam-
era focal length: easy (1,619 pairs), medium (1,411 pairs),
and hard (1,343 pairs).

Evaluation Metrics. We used three metrics to evaluate
the performance of STISR methods. The first two metrics
are SSIM and PSNR, which are widely used in single image
super-resolution to measure similarity with HR images. The
third one is text recognition accuracy. Following prior stud-
ies, we used three text recognition methods, CRNN [42],
MORAN [27] and ASTER [43] to evaluate the recognition
accuracy.

4.1.1 Comparison with State-of-the-art Methods

Table 1 shows the comparison results with existing methods
in terms of the recognition accuracy on TextZoom. DDPM
corresponds to the vanilla DMs without text conditions. The
two DM-based models outperformed the existing methods,
and our text-conditional DM achieved an even better per-
formance than DDPM. In addition, Tab. 2 shows the re-
sults in terms of the average SSIM/PSNR and recognition
accuracy for the three difficulty levels of the TextZoom test
sets. Notably, the text-conditional DM outperforms the ex-
isting methods. The bottom two rows present the results of
TATT and the text-conditional DM when the ground-truth
text prior is used. We can see that their performances are
significantly improved by using ground-truth texts.

4.2. Evaluation on Augmented Datasets

We present the experimental results to demonstrate the
effectiveness of the LR-HR paired text images synthesized
by the proposed framework. We augmented TextZoom with
the synthesized images and trained our text-conditional DM
and the state-of-the-art model TATT [29] on the augmented
dataset. The TextZoom test set was used for the perfor-
mance evaluation. Examples of the generated text images
are shown in Fig. 7.
Training Details. For text inputs to our framework, we
randomly chose the length of a word from 2 to 13 and then
randomly selected an English word of that length from a
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Figure 3. Evaluation results of TATT and the text-conditional DM trained on the augmented datasets. (a) and (b) show average recognition
accuracy of TATT and the text-conditional DM, respectively. (c) and (d) show average SSIM of TATT and the text-conditional DM,
respectively. Dotted lines show the results of fine-tuning using TextZoom only. The solid and dotted lines in the same color correspond
to the same augmented dataset. CTC loss was used to train the text prior generator except in the case of “TZ (KL).” Here, “TZ (KL)”
indicates the case where KL loss was used. The size of TextZoom is 17,367.

Figure 4. Examples of artistic, curved, or rotated text images ex-
cluded by preprocessing.

dictionary. A comparison based on various maximum word
lengths is available in Sec. D. Words comprised solely of
digits were included with a 10% probability. The charac-
ter set consists of digits as well as lowercase and uppercase
letters. To fine-tune the text prior generator, CTC loss [13]
was used. Hereafter, recognition accuracy is evaluated by
CRNN and presented as an average of the results for the
three difficulty levels of the TextZoom test set. All other ex-
perimental conditions and evaluation metrics were the same
as those in Sec. 4.1.
Datasets. When training Super-resolver and Degrader, we
used LR-HR paired text images of TextZoom. For train-
ing Synthesizer, two datasets were prepared: the first is the
HR images of TextZoom, and the second is the HR im-
ages of TextZoom plus datasets for scene text recognition.
The scene text recognition datasets consist of 11 real la-
beled datasets, including SVT [50], IIIT [31], IC13 [21],
IC15 [20], COCO [49], RCTW [44], Uber [58], ArT [7],
LSVT [47], MLT19 [33], and ReCTS [57]. We used the
above datasets with preprocessing conducted by the authors
of [1] to remove irregular text images (e.g., those containing
non-English characters or vertical text). The preprocessed
scene text recognition dataset contains 276K text images.

Preprocessing for Synthesizer. The preprocessed dataset
introduced earlier contains some text images that are dif-
ficult to handle in the proposed framework, as shown in
Fig. 4. To remove these text images, we used CRNN [42]
pretrained with synthetic datasets [14, 18], which has poor
recognition ability for non-simple text images, as shown in
Fig. 4. We removed text images whose text labels did not
match those predicted by CRNN. As a result, the prepro-
cessed dataset contains 103K text images.
Postprocessing for Synthesized Text Images. In text im-
age synthesis, there were some instances where the input
texts did not align with the texts in the synthesized images.
Therefore, we conducted postprocessing similar to prepro-
cessing. Specifically, ASTER [43] was used to predict the
texts of the synthesized text images. If the predicted texts
did not match the input texts, the synthesized image was
removed. We believe that ASTER is well-suited for this
postprocessing because it can achieve state-of-the-art per-
formance and has no strong language model to correct in-
correct spellings.

4.2.1 Effectiveness of Dataset Augmentation

For the preparation of text images, we explored three meth-
ods. (1) using the preprocessed scene text recognition
dataset introduced earlier. (2) using Synthesizer trained ex-
clusively on TextZoom. (3) using Synthesizer trained on
both TextZoom and the preprocessed scene text recogni-
tion dataset. We named these three datasets STR, SynTZ,
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SynSTR, respectively. The resulting text images served
as input to Super-resolver and Degrader, generating corre-
sponding paired images. These paired images were then
combined with the original TextZoom (TZ) to form aug-
mented datasets. Consequently, the first augmented dataset
is termed TZ+STR, the second as TZ+SynTZ, and the
third as TZ+SynSTR. We denote the size of the augmented
dataset as ns and that of TextZoom as nt.

TATT was first used to evaluate the augmented dataset.
Figure 3a shows the average recognition accuracy versus
ns as solid lines. Recognition accuracy tends to improve
as ns increases. In addition, the recognition accuracy
when trained on TZ+SynSTR was higher than when trained
on TZ+SynTZ. TZ+STR achieved an accuracy similar to
TZ+SynSTR with the same dataset size. Additionally, Fig.
3c shows SSIM versus ns. SSIM did not improve depend-
ing on ns. Moreover, SSIM is worse overall compared with
the case where ns = nt and KL loss was used. However,
this can be improved by fine-tuning with TextZoom only.
Fine-tuning results are shown as dotted lines. We can see
that fine-tuning is effective when the augmented dataset size
is large. The results of PSNR are provided in Sec. C.

The text-conditional DM was next used to evaluate
the augmented dataset. Figures 3b and 3d show the aver-
age recognition accuracy and SSIM versus ns, respectively.
Similarly to the results of TATT, recognition accuracy tends
to improve as ns increases. However, SSIM tends to de-
crease as ns increases. This decrease of SSIM can be at-
tributed the difference that HR images of TextZoom con-
tain many blurred images while those of the augmented
dataset do not. We consider that this is not a negative effect
because removing blurred images can improve recognition
accuracy. Additional experimental results on this trade-off
are provided in Sec. F. Similarly to the results of TATT,
the decrease of SSIM can be reduced by fine-tuning with
TextZoom only.

5. Ablation Studies

5.1. Comparison to Synthetic Degradation Methods

Synthetic LR images can be obtained by applying simple
degradation techniques, such as bicubic interpolation and
blur kernels. In this subsection, we compare the paired text
images generated by these simple degradation techniques
with those generated by the proposed framework. We em-
ployed synthetic degradation pipelines presented in BSR-
GAN [56] and Real-ESRGAN [53] to generate synthetic
LR-HR paired images online and trained TATT using these
images. The evaluation involved three datasets: SynTZ,
SynSTR, and STR, introduced in Sec. 4.2.1. Note that
the original TextZoom was not included in these datasets to
ensure a fair comparison. The comparison results are pre-
sented in Tab. 3. As can be seen, the utilization of paired

SSIM (⇥10�2) PSNR
Method SynTZ SynSTR STR SynTZ SynSTR STR

BSRGAN 73.05 75.50 74.56 21.42 21.87 21.36

Real-ESRGAN 72.29 74.29 72.47 21.15 21.20 20.12
Ours 73.95 76.39 75.97 20.40 21.15 20.66

(a)
Acc. (%)

Method SynTZ SynSTR STR
BSRGAN 40.82 46.50 47.62

Real-ESRGAN 40.36 44.50 45.03
Ours 48.46 52.69 54.03

(b)

Table 3. Comparison with synthetic degradation methods. TATT
was trained with these paired images, and the performance was
evaluated in terms of average of (a) SSIM/PSNR and (b) recogni-
tion accuracy on TextZoom.

images generated by our framework results in significantly
higher recognition accuracy compared to those generated by
the BSRGAN and Real-ESRGAN pipelines. On the other
hand, their SSIM and PSNR scores remain competitive.

5.2. KL Loss vs. CTC Loss

KL loss [28] and CTC loss [13] were used to train the
text prior generator using TextZoom and the augmented
dataset, respectively. This is because the appropriate dataset
size varies depending on the loss function. Figure 6 com-
pares the recognition accuracy with the KL and CTC losses
for different training dataset sizes. We can see that the orig-
inal TextZoom is not sufficiently large when CTC loss is
used while CTC loss is more effective than KL loss for a
larger size of the augmented dataset. The CTC loss tends to
induce overfitting when the dataset size is small because it
directly measures the distance from the ground-truth texts.
On the other hand, KL loss measures the distance from the
probability predicted for HR images and is less likely to in-
duce overfitting while the distance may not be accurate.

5.3. Effects of Super-resolver and Degrader

Synthesizer was trained on HR text images of TextZoom
and the preprocessed scene text recognition dataset. These
datasets contain blurred images as well as clear images, re-
sulting in Synthesizer generating both blurred and clear im-
ages. Therefore, without Super-resolver and Degrader, it
is anticipated that the proposed framework cannot create
stable-quality paired images. Here, we refer to the images
generated by Synthesizer as medium-resolution (MR) im-
ages. To examine the effectiveness of the LR-HR paired
images, we created two extended datasets: one without
Super-resolver (LR-MR paired images) and the other with-
out Degrader (MR-HR paired images). We trained TATT
on these datasets and compared them with the results of
LR-HR paired images. As shown in Tab. 4, the highest
recognition accuracy was achieved when LR-HR paired im-
ages were used. Although the highest SSIM/PSNR were
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Figure 5. Examples of SR text images generated from TATT and text-conditional DMs. The training datasets used are shown in parentheses.
Red characters indicate incorrect or missing results.
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Figure 6. Comparison between KL and CTC losses. It shows the
average recognition accuracy of TATT trained with KL and CTC
losses for varying training dataset sizes.

Input-Target SSIM (⇥10�2) PSNR Acc. (%)
LR-MR 79.08 22.26 54.40
MR-HR 78.32 22.00 52.74
LR-HR 78.49 21.92 55.77

Table 4. Comparison of LR-HR pairs with two different input-
target pairs: LR-MR and MR-HR pairs. TATT was trained on
each of the three pairs and the performance was evaluated on the
test set of TextZoom. MR images represent images generated by
Synthesizer trained on TextZoom only.

obtained with the LR-MR pairs, we consider that this is due
to the domain gap between the synthesized and the original
HR images (see Sec. 4.2.1 and F for more details).

6. Limitation

Super-resolver and Degrader must be trained on
TextZoom. Thus, non-simple text images, which are not
included in TextZoom such as those shown in Fig. 4, can-
not be handled in the proposed framework. To alleviate this
drawback, extensions such as combining with image degra-
dation methods that do not require paired images can be

LR Text ImagesSynthesized Images HR Text Images

Figure 7. Examples of text images generated by the proposed
framework. The last two columns show the LR-HR paired images
and the first column shows the images generated by Synthesizer.

considered.

7. Conclusions

We experimentally showed that text-conditional DMs
are effective in STISR, achieving state-of-the-art results
in the TextZoom evaluation. Notably, the performance of
the text-conditional DMs becomes remarkably enhanced
when trained using ground-truth texts. Leveraging this
exceptionally expressive capacity, we proposed a novel
framework for synthesizing LR-HR paired text images.
Our proposed framework, encompassing three distinct text-
conditional DMs, can generate high-quality paired text im-
ages from user-provided texts. Our experiments demon-
strated a marked improvement in the performance of STISR
methods when trained using the paired images generated
through our proposed framework.
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