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Abstract

Face relighting is the challenging task of estimating the illumination cast on portrait images by a light source varying in both position and intensity. As shadows are an important aspect of relighting, many prior works focus on estimating accurate shadows using either a shadow mask or face geometry. While these work well, the rendered images do not look aesthetic/photo-realistic. We propose a novel method that combines the features from attention maps at higher resolutions with the lighting information to estimate aesthetic relit images with accurate shadows. We created a new relighting dataset using a synthetic One-Light-At-a-Time (OLAT) lighting rig in Blender software that captures most of the variations encountered in face relighting. Through extensive experimental validation, we show that the performance of our model is better than the current state-of-art face relighting models despite training on a significantly smaller dataset of only synthetic images. We also demonstrate unsupervised domain adaptation from synthetic to real images. We show that our model is able to adapt very well to significantly different out-of-training light source positions.

1. Introduction

Face relighting from a single image is the problem of changing the illumination on the face of a source image based on a given target light direction. It is an active area of computer vision research and has various applications such as photo editing, face recognition [10,15,26] and background lighting transfer [23,24].

The most important considerations in face relighting are preserving facial details and accurate rendering of shadows. The current state-of-the-art methods use the estimated intrinsic components such as albedo and surface normal to appropriately relight the source image [8, 9, 47]. Additional information of shadow masks [9] or face geometry [8] is also used to estimate better shadows. While these two methods estimate accurate shadows, the relit image is not aesthetic/photo-realistic. This could be due to several reasons. Firstly, these models were mainly trained on the DPR dataset [47] which used the ratio image to generate the ground truth relit images. This assumes the human face to be a Lambertian surface and thus, the ground truth data is not photo-realistic. Second, the models estimated only the luminance channel and the colour channels were appended from the input image. However, this ignores the changes in appearance (skin tone) caused by the illumination. Third, the cascaded errors from the estimated image intrinsic maps (albedo and surface normal) can lead to artifacts in high frequency details of the relit image.

We propose several modifications to improve upon the prior works. Since there are no existing datasets with accurate & photo-realistic relit images and dense variations in light source positions, we created our own dataset by designing a synthetic OLAT lighting rig in Blender software. This enabled generating accurate and photo-realistic ground truth relit images (Fig 1(c)). To improve the aesthetic quality of the estimated relit images, we propose a novel convolutional transformer-based architecture that uses Multi DConv Head Attention (MDHA) modules at multiple different image resolutions. This enables the network to learn fine-grained facial and shadow details which get lost at lower resolutions. Unlike prior works which model the shadows separately and then render the relit image, our approach enables the network to implicitly learn the relationship between illumination and shadows.

Since we have trained the model on only synthetic dataset, generalization to real images is very challenging as synthetic and real images have very different data distributions. Many prior works fine-tune their models on real images in a second-stage training to address this issue [24, 45]. However, it is very expensive to obtain real input-relit image pairs. Hence, we propose an approach for unsupervised domain adaptation using a Generative Adversarial Network (GAN) framework [11]. Through extensive experimental validation, we show that our results are better than the state-of-the-art (SOTA) methods on multiple different real image datasets despite our model being trained only on synthetic images. Also, our network is able to accurately
adapt to out-of-training light source positions.
In summary, our contributions are:

• New photo-realistic relighting dataset with dense variations in light source positions & intensities, generated using synthetic OLAT lighting rig in Blender software.
• Novel convolutional transformer-based architecture with MDHA attention modules at higher resolutions for learning fine-grained facial and shadow details.
• An approach for unsupervised domain adaptation from synthetic to real images using GANs.

2. Prior Work

There are four distinct approaches explored in literature for face relighting: 1) intrinsic image decomposition and rendering [3–5, 15–18, 20, 23, 27, 28, 31, 37–40, 42, 44], 2) image-to-image translation [2, 21, 35, 36], 3) style transfer [19, 22, 30, 31] and 4) ratio image estimation [25, 29, 34, 43].

Intrinsic image decomposition methods estimate the intrinsic image components such as albedo, surface normal, reflectance and lighting, from a given input image. These intermediary maps are then used to render the relit image for a given light source position. These methods rely heavily on accurate estimates of each intermediary image map. The errors and artifacts are often cascaded downstream and this leads to inaccurate estimates of relit image which lacks high frequency details.

To overcome the issue of cascading errors, others have explored solving for relighting as an image-to-image translation task. These methods are able to estimate relit images to varying degrees of accuracy [35, 47]. However, they suffer from inaccurate shadow estimates and are unable to adapt to varying light intensities. A similar approach is photo and portrait style transfer, where a source and reference images are provided as input and the style/lighting of reference image is transferred to the source image. These methods require high-quality non-occluded source and reference image pairs with multiple different lighting variations. Our approach is different from these approaches in that it can relight a single image for a given light source position. It does not require any reference images and can relight the image for out-of-training light source positions very accurately.

Many others have explored estimating the ratio between source and target image illuminations to learn a per-pixel multiplier map for accurate relighting. However, these methods require multiple images as input [25, 29] or both source and target images [34], which limits their generalization to real-world deployments. Another significant challenge in face relighting is accurate estimation of shadows. Some have tried to estimate the shadow mask and learn a weighting function for accurate rendering [9], while others have used geometric principles to accurately estimate the shadow pixels [8]. While these approaches are able to estimate shadows with good accuracy, the rendered relit images are not photo-realistic as the estimated shadow regions have hard boundaries. Shadows are diffused and have soft boundaries.

We address the limitations of prior works using a novel architecture for face relighting from a single image. Our approach is most similar to image-to-image translation approaches for face relighting. We train a residual convolutional autoencoder that uses attention maps at higher resolutions to accurately model the shadows. Our network estimates fine-grained facial and shadow details that get lost at lower resolutions. Additionally, we propose a new composition for the relighting dataset and show that with our proposed approach, we are able to train a lightweight model on a significantly smaller dataset and achieve better performance.

3. Dataset

In this section, we introduce our synthetic dataset generated for face relighting. Any dataset used to train a model for face relighting should consist of input-relit image pairs for different light source positions. This can be achieved using a One Light At a Time (OLAT) spherical lighting rig [41], where light sources are positioned at fixed distances from a human who is positioned at the center of the sphere. Each light is turned ON sequentially, with only one light being illuminated at any given time instant. Thus, for each light source position, the input image and the corresponding relit image are captured.

![Figure 1. (a) Sample images obtained from the 3D human models. (b) Synthetic lighting rig in Blender software. (c) Sample relit image generated using Blender software.](image-url)

Creating such a physical lighting rig is very expensive
and time consuming. Hence, we created a synthetic OLAT lighting rig using Blender software. We used this synthetic dataset to generate input-relit image pairs for face relighting. We used 8 freely available synthetic 3D human models [1] to create the dataset. A few sample images obtained using the 3D human models are shown in Fig 1(a). The synthetic lighting rig was positioned in front of the subject (Fig 1b). Light sources were randomly positioned in this unit hemisphere volume and input-relit image pairs were captured. The amount of illumination on the face is dependent on both the position and intensity of the light source. A light source positioned close to the face with low intensity generates a similar looking relit image as that by a light source positioned farther from the human with higher intensity. Thus, in addition to random variations in positions, we also randomly varied the light source intensity. The light vector is represented as a 4D couplet of \((x, y, z, i)\) where the light source positions \((x, y, z)\) are randomly sampled from the unit hemisphere volume such that \(x \in [-1, +1]\), \(z \in [-1, +1]\), \(y \in [0.5, 1]\), and the light source intensity\((i)\) is varied such that \(i \in [0.3, 1]\). The X-Z plane is in the front of the 3D human model (face) and Y-direction indicates the frontal distance of the 3D human model from the light source.

Most of the prior works train their models mainly on the DPR dataset [47]. This dataset consists of input-relit image pairs where the ground truth relit images were estimated using the ratio image [29, 47]. This assumes that the face is a Lambertian surface and accounts only diffuse reflection, which results in ground truth relit images are not photo-realistic/aesthetic. Further, this dataset consisted of around 135,000 training examples obtained using 27,000 different images (humans) from the Celeb-FFHQ dataset [12]. For each image, 5 different light source positions were randomly sampled along a unit sphere. We believe that it is easier to reconstruct the input image as opposed to learning the correlation between the input image, light source position & intensity and rendered relit image. Thus, the dataset should consist of significantly more light source positions for a given input image as this would provide the network enough training examples of rendering the same image (human) for different light source positions and intensities. Hence, we inverted the dataset composition and created a new synthetic face relighting dataset of 24,000 input-relit image pairs obtained from 8 different synthetic 3D human models. We generated 3,000 input-relit image pairs using each 3D human model such that the light source positions and intensities were densely sampled in a unit hemisphere volume. We randomly varied the position of the 3D model w.r.t the camera by rotating the 3D human model by \(r\) deg about the vertical axis (left-right rotation), where \(r \in [-60^\circ, +60^\circ]\). We also varied the position of the camera w.r.t the center of the face of 3D human model through a randomized displacement \(d_x, d_z\), where \(d_x \in [-0.3, +0.3]\) and \(d_z \in [-0.3, +0.3]\) and \(d_x, d_z\) are the displacements along X and Z directions respectively (sample input images can be seen in the supplementary material). Recall that the X-Z plane is in front of the 3D human model.

Our dataset has several advantages over the DPR dataset [47]. Since we used a synthetic lighting rig in Blender software, we customized the software to account for both specular and diffuse reflections. Thus, our ground truth data (relit image) is significantly more photo-realistic and has accurate shadows. The dataset consists of densely sampled light source positions in a unit hemisphere volume in front of each 3D human model. Unlike the DPR model, our dataset composition enables the network to better learn the relationship between light source position & intensity and the illumination on the face. Further, the range of light intensity variations is significantly larger in our dataset. In order to enable better generalization of the model, we also varied the position and orientation (through left-right rotation) of the 3D model w.r.t. the camera. Thus, our dataset is much more representative of the variations encountered in face relighting as compared to DPR dataset. We will share the dataset upon request after publishing this paper.

4. Method

In this section we describe our proposed two-stage training pipeline for face relighting. In the first stage, we train a residual convolutional autoencoder for face relighting. The light features embedding learnt using the lighting network are combined with the encoded image features learnt from the input data. This is then passed to a decoder which estimates the relit image. To improve the quality of shadows in the estimated relit image we used Multi DConv Head Attention (MDHA) modules [33] for each skip connection between the encoder and decoder. In the second stage, we used adversarial training to improve the perceptual quality of the first stage network. The network from first stage was used as a generator in a Generative Adversarial Network (GAN) [11] framework and a discriminator was trained to distinguish between real (ground truth) and fake (estimated relit) images. Using several augmentation techniques, we achieved unsupervised domain adaptation between synthetic and real images with the proposed two-stage pipeline (Fig 2). Next, we describe each component of our system in more detail.

4.1. Lighting Network

As described in Section 3, the target light position is passed as 4D couplet of \((x, y, z, i)\) where \((x, y, z)\) and \(i\) refer to the light source position and intensity, respectively. In a similar manner to [47], we also encode the light source position as a 9-dimensional Spherical Harmonics (SH) vector. The intensity value is appended with the 9-D vector to
create a 10-D light vector ($L^*$) which is given as input to the lighting network that consists of 3 fully connected layers of dimensions 128, 512 and 128 (Fig 3). The output of this network is the estimated 10-D light vector ($\hat{L}$). The output of the middle layer is a 512-D light features embedding that is concatenated with the image features learnt from the input data using the Residual Convolutional Autoencoder.

4.2. Residual Convolutional Autoencoder

The image features are learnt using a residual convolutional autoencoder. The input data ($I_D$) consists of 4 channels which is obtained by concatenating the RGB image ($I_{RGB}$) and luminance channel ($I_L$). This data is passed to a residual encoder as seen in Fig 4. The residual encoder is a modified ResNet-34 architecture. It consists of four ResNet blocks having 16, 32, 64 and 128 channels, respectively. The feature maps are downsampled by a factor of 2 at each block and the output of the encoder is combined with the 512-D light features embedding that is concatenated with the image features learnt from the input data using the Residual Convolutional Autoencoder.

One of the main challenges in face relighting is rendering the shadows in an accurate and photo-realistic manner. While some methods are able to render the shadows effectively [8, 9], the relit images do not look photo-realistic. This could be because these methods estimate sharp boundaries for the shadows, but shadows are generally diffused in nature and have soft boundaries. Thus, to render a more photo-realistic relit image, it is important to accurately estimate the fine-grained facial and shadow details. As the input image is continually downsampled at each residual block of the encoder, these fine-grained features are lost at lower resolutions. To overcome this issue, we propose a novel idea of using attention blocks at higher resolutions. More specifically, we use Multi DConv Head Attention (MDHA) layers [33] for each level of skip connection between the encoder and decoder blocks, as shown in Fig 4. Each MDHA layer [33] consists of one attention block and one feedforward block, as seen in Fig 5. In each MDHA layer, the attention block has 8 heads. We designed an MDHA module by stacking four such MDHA layers, as seen in Fig 5(c). From the experimental results in Table 2
where $N$ refers to the residual convolutional autoencoder and consequently renders more photo-realistic relit images.

Thus, we define the global image reconstruction loss as

$$L_{global} = \lambda_1 L_{smooth}(R^*, \hat{R}_1) + \lambda_2 L_{dssim}(R^*, \hat{R}_1)$$  \hspace{1cm} (2)$$

where $\lambda_1$ and $\lambda_2$ are weights for each loss function.

To ensure that fine-grained facial and shadow details are learned by the network, we computed the image reconstruction loss at a local scale as well. We divide the image into 128 $\times$ 128 pixel patches, overlapping by 50%. The image reconstruction loss is computed for each patch. Thus, the local image reconstruction loss is defined as

$$L_{local} = \sum_k \lambda_5 L_{smooth}(P^*, \hat{P}_1) + \lambda_6 L_{dssim}(P^*, \hat{P}_1)$$ \hspace{1cm} (3)$$

where $P^*$ and $\hat{P}_1$ are the image patches from the ground truth and estimated relit images (stage 1), respectively, and $k$ is the total number of patches. $\lambda_5$ and $\lambda_6$ are the weights for each loss function.

Additionally, we also used VGG loss ($L_{vgg}$) to further improve the perceptual quality of the estimated relit image. We computed the 4096-dimensional feature vector output of the first fully connected layer of the pre-trained VGG-19 network [32] for both the ground truth and estimated relit images. We define the VGG loss as $L_{vgg} = ||\mathcal{N}_{vgg}(R^*) - \mathcal{N}_{vgg}(\hat{R}_1)||^2_2$, where $\mathcal{N}_{vgg}$ refers to the pre-trained VGG-19 network.

Thus, the total loss used for optimizing the face relighting network in stage 1 is

$$L_{total_1} = L_{global} + \lambda_3 L_{light} + \lambda_4 L_{vgg} + L_{local}$$ \hspace{1cm} (4)$$

where $\lambda_3$ and $\lambda_4$ are the weights for each loss function.

### 4.3.2 Training details

We combine a carefully designed data generation process with several data augmentation techniques during training to improve the generalization of the first stage model on real images. As shown in Fig 1(a) (and Fig 1 in the supplementary material), we randomly change the position and orientation of the 3D human model w.r.t to the camera. We also randomly change the ambient lighting present in the scene. Further, we use several different augmentation techniques during training: 1) image flipping; 2) brightness+contrast jitter; 3) colour jitter or luminance jitter. The image is flipped horizontally and the light source position is appropriately updated. The brightness and contrast of the RGB image are tweaked by $b$ and $c$, where $b \in [-20, +20]$ and $c \in [0.8, 1.2]$. In the colour jitter augmentation, the intensity of each channel of the RGB image is tweaked by $p$, where $p \in [-20, +20]$. In luminance jitter augmentation, the luminance intensity is tweaked by $q$, where $q \in [-20, +20]$. Note that $b$, $p$, and $q$ are integer values. We only apply one of colour jitter or luminance jitter.

#### 4.3.1 Training losses

We train the model with multiple different losses to estimate a photo-realistic relit images. We define the light loss as $L_{light} = ||L^* - \hat{L}||^2_2$, where $L^*$ and $\hat{L}$ are the ground truth and estimated 10-D light vector, respectively. We obtain $\hat{L}$ as $\hat{L} = \mathcal{N}_L(L^*)$, where $\mathcal{N}_L$ refers to the lighting network.

We measure the image reconstruction loss at both local and global scales. The image reconstruction loss has two components: 1) Smooth L1 loss ($L_{smooth}$) and 2) structural dissimilarity (DSSIM) loss ($L_{dssim}$). We define the smooth L1 loss as

$$L_{smooth}(R^*, \hat{R}_1) = \begin{cases} \frac{1}{2}(R^* - \hat{R}_1)^2 & \text{if } |R^* - \hat{R}_1| < 1.0, \\
- \frac{1}{2} & \text{otherwise} \end{cases}$$ \hspace{1cm} (1)$$

where $R^*$ and $\hat{R}_1$ are the ground truth and estimated relit image (stage 1), respectively. We define $\hat{R}_1 = \mathcal{N}_R(I_D)$, where $\mathcal{N}_R$ refers to the residual convolutional autoencoder network and $I_D$ is the 4-channel input data. The smooth L1 loss is less sensitive to outliers and it enables the network to accurately render the lighting disparities in the relit image. Similar to [8, 9], we define the structural dissimilarity (DSSIM) loss as $L_{dssim}(R^*, \hat{R}_1) = \frac{1-SSIM(R^*, \hat{R}_1)}{2}$. 

**Figure 5.** The Multi DConv Head Attention (MDHA) layer proposed in [33] consists of an attention block and a feed-forward block whose architectures are seen in (a) and (b). Our MDHA module is created by stacking 4 MDHA layers as seen in (c).
These augmentations result in a training dataset that captures multiple different variations of the input images and thus, improves the generalization capabilities of the relighting model to vastly different data distributions.

The relighting model was trained on a dataset of 21,000 images and validated on 3,000 images. The input data to the network consisted of 4-channels - RGB image ($I_{RGB}$) and luminance channel ($I_L$). The input data was resized to $512 \times 512$ pixels and passed to the residual convolutional autoencoder, which estimated the relit image. The loss was optimized using Adam optimizer [13] with L2 regularization. The loss was computed as the relativistic adversarial loss ($L_{adv}$) after each epoch and the network was trained for 25 epochs with a batch size of 8. The weights for each loss term is $\lambda_1 = \lambda_3 = \lambda_4 = 1, \lambda_2 = \lambda_5 = 10, \lambda_6 = 100$.

### 4.4. Stage 2 training

As described in Section 3, we trained our model on a dataset of only synthetic images. These images have a vastly different data distribution to real image datasets such as Celeb-FFHQ [12] and Multi-pie [6]. Even the images obtained using the 3D models of real humans (We will refer to this as the real human test dataset henceforth.) have a vastly different data distribution to the synthetic images. In the qualitative results shown in Section 5, we observed that the skin tone (colour) of the estimated relit image from stage 1 is different from both the the input and ground truth image. Many prior works have faced similar issues when generalizing from synthetic images to real images [24, 45]. They have fine-tuning the model on real images to overcome the issue. However, this is expensive and requires a physical OLAT lighting rig to capture accurate input-relit image pairs.

We propose a novel solution for unsupervised domain adaptation from synthetic to real images. We used the stage 1 model as the generator in a GAN framework [11] and adversarially trained it against a discriminator to improve the perceptual quality of the stage 1 model. The architecture of the discriminator was same as that of the residual encoder from stage 1. The discriminator tries to distinguish between the estimated relit image (fake) and the ground truth relit image (real), while the generator tries to fool the discriminator.

We used three losses to train the GAN: 1) Smooth L1 loss ($L_{smooth}$), 2) DSSIM loss ($L_{dssim}$) and 3) Relativistic adversarial loss ($L_{adv}$). In a similar manner to stage 1 training, L1 loss and DSSIM loss were computed at both local and global scales. In stage 2 training, the local loss was computed as the relativistic adversarial loss ($L_{adv}$) [14] on fifty $70 \times 70$ pixels image patches. These patches were randomly generated by sampling the full image. We define the loss used for stage 2 training as

$$L_{total2} = \alpha_1 L_{smooth} + \alpha_2 L_{dssim} + \alpha_3 L_{adv} \quad (5)$$

where $\alpha_1 = 0.5, \alpha_2 = 0.1, \alpha_3 = 0.01$.

For the second stage training, only the brightness+contrast jitter and luminance jitter data augmentations were applied. The training dataset, input data, optimizer, learning rate and batch size were retained to be the same for both first stage and second stage training. However, in the second stage the initial learning rate was kept constant throughout and L2 regularization was not used. The model was trained for 25 epochs.

### 5. Results

In this section, we discuss the quantitative and qualitative performance of our model. We evaluated the quantitative performance on two datasets of real images: 1) Multi-pie dataset and 2) our real human test dataset. Most prior works evaluate the performance of their model on the publicly available Multi-pie dataset [6]. It consists of input-relit image pairs captured across 4 sessions for multiple different subjects using different camera positions and light source positions. We created a test dataset using the first session data which consisted of 6,474 images - 249 subjects with 2 different expressions and 13 different light source positions.

The Multi-pie dataset had limited variations in the light source positions and no variations in their intensities. Thus, we created our own test dataset using the synthetic OLAT lighting rig in Blender software. We varied the $y$ and $z$ position of the light source such that $y \in \{+0.4, +1.0, +1.5\}$ and $z \in \{-1.5, 0.75, +1.5\}$. Recall that the $y$-coordinate indicates the distance of the light source from the human and the $X-Z$ plane is the plane in front of the subject where the light source is positioned. For each value of $y$ or $z$, the light source position was sampled along the unit hemisphere. We generated a test dataset (real human dataset) of 432 images - 72 samples each for 6 different real-human 3D models. For each position of $y$ or $z$, 12 different light source positions were generated, thus totaling 72 input-relit image pairs (samples). The test dataset consisted of out-of-training light source positions along $y$ and $z$ directions.\footnote{Recall that for generating the training dataset, we had $y \in [0.5, 1.0]$ and $z \in [-1, +1]$.}

We compared the performance of our model against three prior works [8, 9, 47] which estimated face relighting given a single input image and $(x, y, z)$ light source position. We evaluated the performance based on four metrics: 1) MSE on RGB image, 2) MSE on Hue channel of HSV image, 3) DSSIM and 4) LPIPS [46]. Both DSSIM and LPIPS have been shown to be highly correlated with the perceptual quality of the images [23, 46]. The quantitative results can be seen in Table 1.

We observed that despite being trained only on synthetic dataset, our model outperforms the prior works on both real image test datasets. Most of the metrics are significantly
Figure 6. Qualitative comparison of our model against other methods on real human test dataset (row 1), Celeb-FFHQ dataset (row 3, 4) and Multi-pie dataset (last row). We do not have ground truth relit images on the Celeb-FFHQ dataset. Images are best viewed in colour.

Table 1. Performance comparison of our model against prior works on the real human test dataset (RH) and Multi-pie dataset (MP). Note: The metrics of prior works on multi-pie dataset are different to that in [8] because of the differences in size/composition of the test dataset.

Table 2. Ablation study to evaluate the benefit of various network design choices for stage 1 model.
stage 1 model as seen from the MSE (Hue) metric. The MSE (Hue) for prior works is better than our model because they append the colour channels from the input image. However, from the other metrics we can observe that our model is significantly better.

We also observed that our model outperforms prior works on the challenging Multi-pie dataset (MP). The perceptual quality metrics of DSSIM and LPIPS are significantly better, indicating that the estimated relit images from our model are more photo-realistic.

The qualitative results shown in Fig 6 backs up the findings in Table 1. We observed that despite not being explicitly trained to model shadows, our method produces more aesthetic shadows with soft edges, and perceptually it is most similar to the ground truth images. We also observed that the stage 2 model corrects the the skin tone (colour) issues of the stage 1 model. While the differences in metrics between our stage 1 and stage 2 models might not seem statistically significant, visual inspection shows that stage 2 model produces more accurate & dramatic shadows, and the relit images are more aesthetic.

All the prior works have been trained on the DPR dataset [47] which has mainly been created using the Celeb-FFHQ [12] dataset. In spite of that, we can observe in Fig 6 (and Fig 2 in the supplementary material) that the results from our model are better than prior works on this dataset. The shadows are more accurate and the estimated relit images are photo-realistic. Hou et al. [8] used physics-based analysis to accurately model the shadow regions. While their estimates are fairly accurate, the method is sensitive to precise estimation of the face boundary region. The performance suffers significantly with slightly worse face masks. Our method is not as sensitive since we segment the foreground subject with a noisy segmentation mask obtained using the pre-trained Mask R-CNN [7] model in PyTorch.

Additionally, our model is able to accurately estimate the relit image for out-of-training light source positions as seen in Fig 7. When the light source position moves farther away from the subject, we can observe that the dramatic shadows are reduced and the face is relit more uniformly.

We performed an ablation study to show the benefit of our network design choices for the stage 1 model. We compared the benefit of attention modules at higher resolution (HLA) and the benefit of computing image reconstruction loss at both global (GL) and local (LL) scales. We evaluated the performance of the models on real human test dataset. The quantitative results are shown in Table 2. We observed that higher-level attention (HLA) modules help in estimating more accurate relit images as compared to lower-level attention (LLA) modules. Global loss improves model performance more than local loss, but the best performance was observed with the full stage 1 model. Qualitative results can be found in the supplementary material.

Figure 7. Our model (stage 1) is able to generalize to out-of-training light source positions and capture the variations the relit images accurately. The first two columns show the input image and target lighting direction. First row: Light position is \([x, -1, 0]\) where \(x \in \{-1, -2, -3\}\). Second row: Light position is \([-0.5, y, 0.866]\) where \(y \in \{-1, -2, -3\}\). Third row: Light position is \([0, -1, z]\) where \(z \in \{1, 2, 3\}\).

6. Limitations and future work

We have shown the effectiveness of our approach for accurately modelling shadows and generating photo-realistic relit images. However, there are some limitations with our approach. We observe some issues with skin tone (colour) differences on the multi-pie dataset. One of the reasons could be that the input image has been captured in extremely low-light environment and the light has a blueish hue as seen from the ground truth image (Fig 6). We have not modelled the light colour. Also, a segmentation mask is estimated to obtain the face region in input images.

Some possible future extensions of this work are to automatically understand the face region and relight & image without using a face mask, and joint modelling of ambient & source lighting and light colour to generate more immersive relit images which are similar to studio portraits with lighting.

7. Conclusion

We proposed a novel approach for face relighting given a single image and a light source position. We used a novel dataset composition strategy that enabled better training of our two-stage model for face relighting. In the first stage, a residual convolutional autoencoder and light network were jointly trained. In the second-stage, we improved the perceptual quality of this network with adversarial training and enabled unsupervised domain adaptation from synthetic to real images. We used Multi DConv Head Attention (MDHA) modules at higher resolutions to learn fine-grained facial and shadow details. Qualitative and quantitative analysis showed that our model outperforms SOTA methods on real image datasets despite training only on synthetic images.
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