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Abstract

Despite their impressive predictive performance in various computer vision tasks, deep neural networks (DNNs) tend to make overly confident predictions, which hinders their widespread use in safety-critical applications. While there have been recent attempts to calibrate DNNs, most of these efforts have primarily been focused on classification tasks, thus neglecting DNN-based object detectors. Although several recent works addressed calibration for object detection and proposed differentiable penalties, none of them are consistent estimators of established concepts in calibration. In this work, we tackle the challenge of defining and estimating calibration error specifically for this task. In particular, we adapt the definition of classification calibration error to handle the nuances associated with object detection, and predictions in structured output spaces more generally. Furthermore, we propose a consistent and differentiable estimator of the detection calibration error, utilizing kernel density estimation. Our experiments demonstrate the effectiveness of our estimator against competing train-time and post-hoc calibration methods, while maintaining similar detection performance.

1. Introduction

Calibration is a property of a model, which directly translates to the ability to estimate its own predictive uncertainty, thereby facilitating safe and responsible deployment. Intuitively, a well-calibrated model produces confidence scores that accurately reflect the uncertainty associated with its predictions. In deep neural networks (DNNs), which are driving most of the current progress in machine learning and computer vision, this has become an emerging concern, as they can yield wrong predictions with high confidence [8, 28]. Unreliable uncertainty estimates produced by such models can lead to erroneous decision-making, which is especially risky in fields like autonomous driving [40] and medicine [6].

The field of model calibration typically studies three sub-problems: estimating calibration error, regularization during training, and post-hoc calibration. While in recent years there have been multiple advances in all of these domains, most of the existing literature studies calibration in the context of classification. Calibration in structured prediction problems, such as object detection (OD), have received substantially less attention, despite their increased integration in many safety-critical applications. While some attempts have been made to define, measure, enforce, and adjust calibration [15, 24, 25, 27], we argue that the field of OD lacks a solid mathematical foundation in both definition of calibration and estimation of calibration errors.

In spite of its importance, defining calibration for object
detection is a challenging problem due to the variability of DNN-based detectors. In particular, there are ambiguities related to how many bounding boxes are returned, how to select a detection confidence threshold below which detections are rejected, what is the intersection over union (IoU) threshold for considering a “correct” detection, and so forth. There have been a few recent attempts to define calibration by either replacing accuracy with precision in the definition of calibration for classification [15, 25, 29], or by requiring that both classification and localization performances jointly match the confidence score [27].

In this paper, we propose a general framework that unifies existing definitions of calibration in OD, and is flexible to parametrize the notion of a “correct” detection. Beyond defining calibration, we derive a consistent and differentiable estimator of calibration error in OD, relying on a kernel density estimator (KDE) recently proposed for classification [31], and recommended among the best practices [21] for assessing calibration of classifiers. Due to its consistency and differentiability, our estimator of calibration error can be used not only as a reliable tool to assess calibration, but also in calibration-regularized training of popular detectors. We perform extensive experiments on MS COCO [18], Cityscapes [4], and PASCAL VOC [7], and demonstrate that our estimator, when incorporated as an auxiliary train-time loss, which effectively reduces the calibration error across several object detectors. Furthermore, we show that finetuning with our loss is an effective way to improve calibration, without sacrificing accuracy and without the need to re-train the models from scratch.

In summary, our contributions are:
1. We propose a general unifying definition of calibration in OD, which addresses the nuances related to assessing the “correctness” of a detection.
2. We develop a consistent and differentiable estimator of calibration error based on KDE [31] for OD.
3. We perform rigorous empirical analysis of calibration of popular object detectors on several datasets.
4. We demonstrate that our estimator can be used as an auxiliary train-time loss, which effectively reduces the calibration error, while maintaining similar average precision (AP).

2. Related work

2.1. Calibration in classification

Most of the prior work on developing techniques for improving calibration in the vision domain target the image classification task. Post-hoc methods [8, 20, 41, 42] rescale the output of a trained model using parameters learned on a validation set. The most successful method of this group is temperature scaling [8], where a single parameter $T$ is learned, usually by minimizing NLL, to scale the logits before applying the softmax function. Train-time calibration methods [10, 14, 17, 22, 23, 31] typically incorporate calibration-related auxiliary loss directly into the training process of a neural network. Even though these methods may introduce computational overhead, they do not require a hold-out validation set and have demonstrated superior performance in handling domain shift [12], compared to post-hoc methods.

2.2. Calibration in object detection

Recent works have shown that miscalibration is a concern not only in classification tasks, but also in the domain of object detection [15, 29]. Pathiraja et al. [29] showed that existing calibration methods for classification are not as effective for calibrating object detectors. As a result, there have been a few efforts to establish the definition of calibration [15, 27] and to devise techniques to mitigate the issue. Oksuz et al. [27] propose a binning-based metric called Localisation-aware Expected Calibration Error (LaECE), and use it as part of existing post-hoc calibration approaches like linear regression, histogram binning [42] and isotonic regression [41]. In the realm of train-time calibration methods, several auxiliary loss terms have been proposed to be used in addition to the detection-specific loss. For instance, TCD [24] and MCCL [29] were proposed to jointly calibrate the class-wise confidences and localization performance. Another recently introduced auxiliary loss is BPC [25], which is based on a heuristic that maximizes confidence scores for accurate predictions while minimizing scores for inaccurate predictions. Harakeh and Waslander [9] propose an energy score to train probabilistic detectors, which is empirically shown to improve calibration.

However, none of the proposed binning-based metrics and trainable auxiliary losses fulfill both requirements of being consistent and differentiable estimators of calibration error in the context of object detection. In this paper, we derive a novel estimator for calibration error in object detection with those desired properties.

3. Methods

3.1. Defining calibration

Several notions of different strength exist for multi-class calibration, including top-label, class-wise, and canonical calibration [8, 36, 37]. However, following recent trends of training the classification branch of object detectors in a multi-label setting, i.e. by using $K$ independent binary classifiers [19, 32, 35], we also favor the approach of defining calibration by considering $K$ binary object detectors, as the mutual-exclusion principle of multi-class classification does not hold (e.g. the area of an image occupied by a person may overlap with that of a bicycle).

Intuitively, calibration requires that the confidence score
of a prediction should be aligned with some notion of correctness. In classification tasks, a correct prediction is determined by the match between the predicted and ground truth labels. However, in object detection, assessing correctness is more nuanced, since it involves evaluating the degree of overlap between two sets of pixels (e.g. bounding boxes). To account for this, we will introduce a similarity measure (e.g. IoU) and a so-called link function, so that we can define a family of notions of calibration that also consider the degree of correctness of a given prediction. The formal definitions are given below.

**Binary classification** Let $X \in \mathcal{X}$ and $Y \in \mathcal{Y} = \{0,1\}$ be random variables denoting the input and target, given by a joint distribution $P$. Let $f$ be a neural network with $f(X) = \hat{S}$, where $\hat{S} \in [0,1]$ denotes the model's confidence that the label is 1. Then $f$ is said to satisfy *binary calibration* [2, 13, 41] if:

$$
\mathbb{P} \left( Y = 1 \mid \hat{S} = s \right) = s, \quad \forall s \in [0,1]. \tag{1}
$$

**Object detection** Given a set of images $\{X_i\}_{1 \leq i \leq n}$, the goal of an object detector is to predict bounding boxes, class labels and confidence scores for the objects in $\{X_i\}$. Let $g_k$ be a binary object detector for class $k$ with $g_k(X_i) = \{(\hat{S}_{ij}, \hat{B}_{ij})\}_{1 \leq j \leq m_k}$, where $m_k$ boxes are predicted for image $X_i$ and class $k$, $\hat{B}_{ij} \in B = \mathbb{R}^4$ denotes a predicted bounding box, and $\hat{S}_{ij} \in [0,1]$ its corresponding score.

Let $L : B \times B \to [0,1]$ denote a similarity measure, for example IoU, Dice score, Hamming similarity etc. Let $\psi : [0,1] \to [0,1]$ denote a monotonic function, which we will refer to as a *link function*. Some choices for the link function in the context of object detectors may include an identity function $\psi(L) = L$, or a piece-wise linear rank function parametrized with $\alpha \leq \beta \in [0,1]$ as:

$$
\psi(L) = \begin{cases} 
0 & L \leq \alpha \\
\frac{L - \alpha}{\beta - \alpha} & \alpha < L < \beta \\
1 & L \geq \beta 
\end{cases}. \tag{2}
$$

Two special cases of this function that could be of interest are a step (threshold) function ($0 < \alpha = \beta \leq 1$), and a piece-wise linear (hinge) function ($\alpha = 0.5, \beta = 1$).

Let $Z := \psi(L(\hat{B}, B^*))$ be a random variable that denotes the “correctness” of a detection, and $B^*$ be the ground-truth box that $\hat{B}$ matches with. If $\psi$ is a threshold function then $Z \in \{0,1\}$ denotes whether the predicted bounding box matched a ground truth box with $L \geq \beta$, and if $\psi$ is an identity function then $Z \in [0,1]$ represents the degree of “correctness” of the detection, e.g. the IoU between predicted and ground truth box. Then we define *calibration for object detection* as:

$$
\mathbb{P} \left( Z \mid \hat{S} = s \right) = s, \quad \forall s \in [0,1]. \tag{3}
$$

The introduction of a link function $\psi$, provides a concise way to relate the notion of calibration to existing literature. For example, by letting $\psi$ be a threshold function and taking $L = \text{IoU}$, we recover the definition of calibration used in [15, 24, 25, 29], i.e., $\mathbb{P}(Z = 1 \mid \hat{S} = s) = s, \forall s \in [0,1]$, with $Z = 1$ denoting an accurate detection in the sense that $\text{IoU}(B, B^*) \geq \beta$. Similarly, by using an identity function for $\psi$, we obtain the definition proposed in [27], Equation (3), i.e., $\mathbb{P}(Z = \text{IoU}(B, B^*) \mid \hat{S} = s) = s, \forall s \in [0,1]$. Note that in both cases the requirement that the class prediction matches the ground truth class is simplified since we’re considering a binary detector and all predictions share the same class as the ground truth.

### 3.2. Measuring calibration

A predictive function trained with risk minimization on a continuous domain will be exactly calibrated with probability 0. We therefore need to measure a notion of calibration error. Analogous to the definition of calibration error for classification [8], we define the $L_1$ *calibration error for a binary object detector $g_k$ for the kth class as*:

$$
\text{CE}(g_k) = \mathbb{E} \left[ \left| \mathbb{E}[Z \mid \hat{S} = s] - s \right| \right]. \tag{4}
$$

**Estimating calibration error** In practice, we rely on finite samples to estimate the quantities of interest. One of the desired properties of such estimators is *consistency*, i.e., the estimator $\hat{\text{CE}}(g_k)$ should converge in probability to the true value $\text{CE}(g_k)$ [11]: $\lim_{n \to \infty} \hat{\text{CE}}(g_k) = \text{CE}(g_k)$. Another desired property for calibration error estimators is *differentiability*, as it allows the estimator to be directly optimized alongside the task-specific loss function. Before presenting our estimator, which possesses both properties, we will introduce existing estimators and discuss their shortcomings.

In classification, one of the most widely used estimators of calibration error is the $L_1$ binned estimator, commonly referred to as ECE [8]. Recent studies have proposed extensions of this estimator to the detection task, called detection ECE (D-ECE) [15] and Localization-aware ECE [27] (LaECE), to be used as finite sample estimators of the notion of calibration as defined by a threshold link and an identity link, respectively. Analogous to ECE, both D-ECE and LaECE partition the predictions into $M$ equally-spaced bins. D-ECE is computed by taking a weighted average of the difference between precision and confidence in each bin:

$$
\text{D-ECE} = \sum_{m=1}^{M} \frac{|D_m|}{|D|} \left| \text{prec}(m) - \text{conf}(m) \right|, \tag{5}
$$

---

1We note that in general this can be any set of pixels, not necessarily limited to the ones defined by a bounding box. We adopt this notation for convenience, but it does not change the mathematical principles involved.
where $\mathcal{D}_m$ is the set of detections in $m^{th}$ bin, $|\mathcal{D}|$ is the total number of detections, $\text{prec}(m)$ denotes the precision and $\text{conf}(m)$ the average confidence over samples in the $m^{th}$ bin. LaECE is computed as an average of $k$ per-class calibration errors obtained as:

$$\text{LaECE}^k = \sum_{m=1}^{M} \frac{\vert \mathcal{D}_m \vert}{\vert \mathcal{D} \vert} \left\{ \text{prec}(m) \times \text{IoU}^k(m) - \text{conf}(m) \right\}, \tag{6}$$

Several works have discussed the numerous flaws of binning estimators [1, 5, 36, 37], such as sensitivity to the binning scheme, asymptotic inconsistency in many cases, and curse of dimensionality. Moreover, these estimators are not differentiable and require additional approximations to be integrated as part of the optimization process.

As a remedy, Popordanoska et al. [31], Zhang et al. [43] recently proposed kernel density-based [34] estimators of calibration error, which are consistent, differentiable, and have more favorable statistical and computational properties. Therefore, we extend the estimator of [31] to the detection task. That is, we wish to find an estimator:

$$\widehat{\text{CE}}(g_k) = \frac{1}{w} \sum_{v=1}^{w} \left| \mathbb{E}[Z | \hat{S} = s_v] - s_v \right|, \tag{7}$$

where $w$ denotes the number of detections across images.

We will focus on deriving an estimator of the conditional expectation, depending on the definition of calibration resulting from using two distinct link functions $\psi$ in Equation (3). In case $\psi$ is a threshold function, $Z$ is a discrete random variable, and the estimator obtained from this link function is identical to the one proposed in [31]. However, in case $\psi$ is a continuous function such as the identity, $Z$ is a continuous random variable, for which we derive the estimator below.

Let $Z$ and $\hat{S}$ be continuous random variables with joint density $f_{Z,\hat{S}}(z, \hat{s})$. We wish to find an estimator for the conditional expectation:

$$\mathbb{E}[Z | \hat{S} = s] = \int_0^1 z \, p_{Z|\hat{S}}(z | s) \, dz \tag{8}$$

$$= \frac{1}{p_{\hat{S}}(s)} \int_0^1 z \, p_{Z,\hat{S}}(z, \hat{s}) \, dz. \tag{9}$$

We derive an estimator for $p_{Z,\hat{S}}(z, s)$ using KDE:

$$p_{Z,\hat{S}}(z, s) \approx \frac{1}{w} \sum_{u=1}^{w} k_s(\hat{s}, s_u) k_z(Z, z_u). \tag{10}$$

where $k_s$ and $k_z$ denote any consistent kernels over their respective domains. The resulting density estimate remains consistent [38, Theorem 6]. Therefore, for the integral in Equation (9), we have:

$$\int_0^1 z \, p_{Z,\hat{S}}(z, s) \, dz \approx \int_0^1 z \, \frac{1}{w} \sum_{u=1}^{w} k_s(\hat{s}, s_u) k_z(Z, z_u) \, dz \tag{11}$$

$$= \frac{1}{w} \sum_{u=1}^{w} k_s(\hat{s}, s_u) \int_0^1 z \, k_z(Z, z_u) \, dz. \tag{12}$$

The final integral $\int_0^1 z \, k_z(Z, z_u) \, dz$ converges to $z_u$ as the bandwidth of $k_z$ approaches zero, the density estimate approaches the true density, and the kernel $k_z$ approaches a Dirac delta function centered at $z_u$. Finally, the resulting estimator can be written as:

$$\mathbb{E}[Z | \hat{S}] = \sum_{u=1}^{w} k_s(\hat{s}, s_u) z_u \sum_{v=1}^{w} k_s(\hat{s}, s_v). \tag{13}$$

Plugging this back into Equation (7), and generalizing $z_u$ with a link function, we obtain the following estimator of the $L_1$ calibration error for a binary object detector $g_k$, a given link function $\psi$ and a similarity measure $L$:

$$\widehat{\text{CE}}(g_k) = \frac{1}{w} \sum_{v=1}^{w} \left| \sum_{u \neq v} k(s_v, s_u) \psi(L(b_u, b'_u)) - s_v \right| \sum_{u \neq v} k(s_v, s_u). \tag{14}$$

The estimator has values $\in [0, 1]$, it is consistent, asymptotically unbiased [31], and differentiable almost everywhere, as desired.

### 3.3. Train-time calibration

A common approach to designing calibration methods is to include a calibration-related auxiliary loss to the task-specific loss to be minimized during training [24, 25, 29]. In this section, we will show that existing auxiliary losses are not consistent estimators of calibration error. Instead, we propose to use our estimator derived in the previous section.

Munir et al. [24] proposed an auxiliary loss $TCD = \frac{1}{2}(d_{cls} + d_{det})$. Adapting the notation from [24, Equations (8) and (9)], we have that $d_{cls} = \mathbb{E}[|\hat{S} - Y|]$ and $d_{det} = \mathbb{E}[|\text{IoU} - \hat{S}|]$. We will derive a relationship between the classification term $d_{cls}$ and the calibration classification error, as well as between the localization term $d_{det}$ and the detection calibration error. The calibration error for binary classification is given by $\text{CE}_{cls} := \mathbb{E}[|\mathbb{E}[Y = 1 | \hat{S} - \hat{S}]|$, whereas $\text{CE}_{det} := \mathbb{E}[|\mathbb{E}[\text{IoU} | \hat{S} - \hat{S}]|$ defines the calibration error for detection when $\psi$ is an identity function.

**Proposition 3.1.** The classification calibration error upper bounds $d_{cls}$: $\text{CE}_{cls} \geq d_{cls}$.

**Proposition 3.2.** The detection calibration error is upper bounded by $d_{det}$: $\text{CE}_{det} \leq d_{det}$.  
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The proofs are given in appendix A. Thus, through Jensen’s inequality, we showed that neither of these terms is a consistent estimator for any established concept of calibration error. We note that the auxiliary loss components defined in [29, Equations (8) and (9)] have the same functional form as $d_{cls}$ and $d_{det}$. BPC [25, Equation (9)] is based on a heuristic to maximize the confidence scores for accurate predictions and minimize scores for inaccurate ones. Therefore, none of the existing auxiliary losses are based on a consistent estimator of calibration error. Consequently, a principled way to minimize calibration error during training is to integrate our KDE-based estimator $\hat{CE}$ as the only consistent and differentiable estimator of calibration error for object detection, with the task specific-loss $L_{det}$ as:

$$L = L_{det} + \lambda \hat{CE},$$

where $\lambda$ is a regularization parameter set by cross-validation.

4. Experiments

In this section, we investigate the performance of our estimator, both as a metric to evaluate calibration error, and as an auxiliary loss function used for train-time calibration.

4.1. Setup

Datasets We use the following three datasets:

1. MS COCO [18] is a widely used object detection dataset that consists of more than 330000 object instances belonging to 80 object categories. It contains 118K training images and 5K validation images.

2. Cityscapes [4] is an urban driving scene dataset, consisting of 2975 training and 500 validation images split into 8 object categories.

3. PASCAL VOC [7] has 20 classes, which are a subset of those in MS COCO. Following other works, for training we combine the VOC 2007 and VOC 2012 trainval sets, resulting in a total of 16551 images and more than 40000 objects.

We create separate validation sets with three different seeds, by splitting the original train set into new train and validation sets with 90:10 ratio. As the labels for the test set of COCO and Cityscapes are not publicly available, the original val set is used for reporting the results, and for VOC we evaluate on the VOC 2007 test set.

Object detectors We use three popular object detectors with different architectures, which have achieved strong performance in this task:

1. Faster R-CNN (F-RCNN) [33] is a popular two-stage detector with softmax classifier. The two-stage approach involves first generating a sparse set of object proposals, then refining them to accurately locate and classify the objects in the image. Typically they perform better compared to one-stage detectors, but they are slower and require more computational resources.

2. RetinaNet [19] is a one-stage detector with sigmoid classifiers. Using this approach, objects are detected with a single pass through the network. RetinaNet applies a set of predefined anchor boxes to each feature level and predicts the objectness score and class probabilities for each anchor. In spite of their higher computation efficiency, one-stage detectors may have lower accuracy and struggle with small objects.

3. FCOS [35] is another common one-stage detector with sigmoid classifiers. Compared to RetinaNet, FCOS predicts the object bounding boxes and their class probabilities without requiring an anchor-based mechanism. Both FCOS and RetinaNet use focal loss, which aims to address the class imbalance problem, and it is also known to help with calibration.

Baselines Every object detector we consider has a combination of classification and regression loss, which we refer to as task-specific loss, and represents the first baseline we compare to. Due to its strong performance, we include TS as a representative of the post-hoc calibration methods. As a train-time baseline method, we compare with the recently proposed auxiliary loss function TCD [24], which is added to the task-specific loss.

Metrics For reporting detection performance we use the COCO-defined metrics. Namely, average precision AP denotes an average across categories and 10 (.50:.05:.95) IoU overlap thresholds used for matching. In some experiments, we also report AP@0.5, AP@0.75, and AP for small, medium and large objects, as defined in the COCO challenge [18]. For measuring calibration error, we use our KDE-based estimator $\hat{CE}$ (Equation (14)) with different link functions throughout the experiments. We use the same breakdown across object sizes and IoU overlaps as the one used for AP. In addition, we report the D-ECE metric (Equation (5)) used in [24, 25, 29], both at IoU@0.5 and averaged over 10 thresholds (.50:.05:.95). In our synthetic experiment, we also compare with LaECE [27].

Implementation Traditionally, detections are obtained in two steps: generating predictions and post-processing. The latter step performs further processing to filter out redundant or low-confidence detections, through procedures like Non-Maximum Suppression (NMS) and top-k selection, where typically $k = 100$ for COCO. Choosing the optimal value for $k$, or a threshold $\gamma$ below which detections are rejected is an open area of research [26, 27]. For simplicity, in our experiments we set the score threshold $\gamma = 0.5$ for our main results, and show an ablation study of
the effect of this parameter on the reported metrics. Our implementation for evaluating CE on a test set is based on the official API for assessing detection performance on COCO, i.e. we utilize the same information about matching predicted and ground truth boxes and IoU overlaps as for evaluating AP. We use a Beta kernel [3] and set the bandwidth parameter with a leave-one-out maximum likelihood procedure. For D-ECE we adopt the implementation from Küppers et al. [15]. We rely on Detectron2 [39] for the implementation and training configuration of the detectors. The code and trained models are available at https://github.com/tpopordanoska/calibration-object-detection.

4.2. Results

Here we empirically showcase the utilities of our proposed estimator and compare it with related work. The main purpose of an estimator of calibration error is to assess the extent to which a notion of calibration is violated. Therefore, we start our experiments by comparing the different variants of our KDE-based estimator (obtained with different choices for the link function) with the binning-based estimators D-ECE and LaECE. Subsequently, we provide a comprehensive evaluation of ĈE and the standard AP metric, at different IoU thresholds and object sizes. Finally, we demonstrate the differentiability of our estimator by incorporating it as an auxiliary loss function during training, both from scratch and for fine-tuning. We note that the estimator could also be integrated as part of a post-hoc method.

Comparison of metrics D-ECE measures the notion of calibration obtained by letting ψ be a threshold function, whereas LaECE is used for assessing calibration as obtained through an identity function. We compare these binning-based estimators to the corresponding KDE-based estimators on a synthetic binary problem, where the ground truth calibration error is known. Similar to [31], we apply temperature scaling with \( t_1 = 0.6 \) to a uniform sample of numbers in \([0, 1]\). The purpose of this step is to ensure that the confidence scores are concentrated around 0 and 1, as in a realistic scenario. Then, we sample the labels, denoting \( \mathbb{1}[\text{IoU}(\hat{B}, B^+) \geq \beta] \), according to that distribution, and therefore obtain perfect calibration. In order to simulate miscalibration, we perform another temperature scaling with \( t_2 = 0.6 \). D-ECE is calculated using 20 equally-spaced bins, as in [15]. For LaECE we use 25 bins, following [27], and compute the weighted difference between \( t_1 \) and \( t_2 \) scaled scores in each bin. As shown in Figure 2, D-ECE and ĈE have similar performance and both yield good CE estimates with a few thousand points. The comparison with LaECE can be found in Appendix B.

Evaluating a model zoo We conduct a rigorous analysis to determine the calibration of F-RCNN, RetinaNet and FCOS on popular benchmark datasets like COCO, Cityscapes and Pascal VOC. Analogous to the evaluation on the COCO challenge, we estimate calibration error across different sizes of objects, and for different thresholds for the IoU overlap required to determine the matching between predicted and ground truth box. For this evaluation, we use a threshold link function. The results are summarized in Tables 1 and 2. The first thing to note is that modern object detectors are intrinsically miscalibrated. When comparing the different architectures, an observation can be made that RetinaNet and FCOS have lower calibration errors than F-RCNN. This may be attributed to the use of focal loss for the classification branch of RetinaNet and FCOS, which has been empirically shown to improve calibration. Moreover, different metrics reveal complementary information about the calibration of the detector. For instance, CE\(_{50}\) on Pascal VOC shows similar performance of F-RCNN and FCOS, whereas CE\(_{75}\) reveals that RetinaNet and FCOS have much better performance than F-RCNN for a calibration error that requires an IoU overlap of 0.75 for a correct detection. Similarly, both RetinaNet and FCOS demonstrate similar calibration errors when detecting small objects. However, FCOS exhibits superior calibration scores for medium-sized objects, despite both detectors achieving the same AP\(_M\).

Calibration-regularized training Another notion of calibration that might be of interest is when the link ψ is an identity function. Intuitively, this type of calibration requires that the predicted score corresponds to the IoU overlap with a ground truth box. Using this setup for ĈE, we performed extensive experiments to compare the performance of our estimator with a post-hoc method (TS), and with a train-time loss (TCD). The temperature is chosen on a validation set by minimizing NLL. Table 3 reports the AP, ĈE, and D-ECE with IoU overlap of 0.5, for RetinaNet and
served also for fine-tuning pre-trained models even for a few epochs. Table 3. Comparison of detection (AP) and calibration performance (CE x 100) of models trained with RetinaNet and FCOS on Cityscapes. Models with no calibration, with post-hoc (TS) and train-time (TCD) methods are compared with our approach.

### Table 2. Calibration performance (CE x 100) of object detectors on three popular datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>AP</th>
<th>AP$_{50}$</th>
<th>AP$_{75}$</th>
<th>AP$_{S}$</th>
<th>AP$_{M}$</th>
<th>AP$_{L}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>COCO</td>
<td>F-RCNN</td>
<td>36.11±0.10</td>
<td>53.35±0.15</td>
<td>40.04±0.12</td>
<td>18.88±0.10</td>
<td>39.40±0.11</td>
<td>47.98±0.08</td>
</tr>
<tr>
<td></td>
<td>RetinaNet</td>
<td>30.83±0.12</td>
<td>43.33±0.22</td>
<td>34.03±0.07</td>
<td>13.59±0.28</td>
<td>34.13±0.13</td>
<td>43.16±0.24</td>
</tr>
<tr>
<td></td>
<td>FCOS</td>
<td>34.02±0.06</td>
<td>48.84±0.04</td>
<td>37.37±0.10</td>
<td>17.29±0.17</td>
<td>37.84±0.17</td>
<td>45.15±0.17</td>
</tr>
<tr>
<td>Cityscapes</td>
<td>F-RCNN</td>
<td>35.36±0.65</td>
<td>54.46±0.82</td>
<td>37.90±0.79</td>
<td>11.54±0.31</td>
<td>35.34±0.51</td>
<td>56.62±0.48</td>
</tr>
<tr>
<td></td>
<td>RetinaNet</td>
<td>34.60±0.23</td>
<td>52.60±0.81</td>
<td>36.41±0.35</td>
<td>10.39±0.15</td>
<td>35.56±0.15</td>
<td>57.47±0.39</td>
</tr>
<tr>
<td></td>
<td>FCOS</td>
<td>34.81±0.08</td>
<td>52.31±0.29</td>
<td>36.62±0.23</td>
<td>10.66±0.60</td>
<td>32.84±0.44</td>
<td>56.90±0.81</td>
</tr>
<tr>
<td>Pascal VOC</td>
<td>F-RCNN</td>
<td>52.96±0.05</td>
<td>75.88±0.08</td>
<td>59.67±0.05</td>
<td>18.48±0.39</td>
<td>40.90±0.11</td>
<td>61.43±0.08</td>
</tr>
<tr>
<td></td>
<td>RetinaNet</td>
<td>53.20±0.02</td>
<td>73.36±0.02</td>
<td>58.75±0.11</td>
<td>16.39±0.42</td>
<td>40.19±0.26</td>
<td>62.06±0.02</td>
</tr>
<tr>
<td></td>
<td>FCOS</td>
<td>52.13±0.02</td>
<td>73.50±0.07</td>
<td>57.63±0.04</td>
<td>19.23±0.23</td>
<td>40.52±0.12</td>
<td>60.28±0.06</td>
</tr>
</tbody>
</table>

### Table 3. Comparison of detection (AP) and calibration performance (CE x 100) of models trained with RetinaNet and FCOS on Cityscapes. Models with no calibration, with post-hoc (TS) and train-time (TCD) methods are compared with our approach.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>AP</th>
<th>AP$_{50}$</th>
<th>AP$_{75}$</th>
<th>AP$_{S}$</th>
<th>AP$_{M}$</th>
<th>AP$_{L}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>COCO</td>
<td>F-RCNN</td>
<td>37.33±0.09</td>
<td>20.48±0.10</td>
<td>32.56±0.15</td>
<td>35.72±0.51</td>
<td>38.94±0.10</td>
<td>40.81±0.12</td>
</tr>
<tr>
<td></td>
<td>RetinaNet</td>
<td>21.89±0.36</td>
<td>12.03±0.19</td>
<td>14.70±0.41</td>
<td>26.73±0.52</td>
<td>26.04±0.13</td>
<td>27.58±0.17</td>
</tr>
<tr>
<td></td>
<td>FCOS</td>
<td>24.40±0.13</td>
<td>16.55±0.21</td>
<td>19.78±0.17</td>
<td>26.34±0.39</td>
<td>26.33±0.24</td>
<td>29.68±0.03</td>
</tr>
<tr>
<td>Cityscapes</td>
<td>F-RCNN</td>
<td>37.45±0.46</td>
<td>17.00±0.46</td>
<td>32.55±0.48</td>
<td>40.85±0.08</td>
<td>41.15±1.57</td>
<td>38.22±0.78</td>
</tr>
<tr>
<td></td>
<td>RetinaNet</td>
<td>32.22±0.29</td>
<td>12.91±0.95</td>
<td>28.38±0.74</td>
<td>29.99±0.57</td>
<td>38.16±1.27</td>
<td>35.91±0.46</td>
</tr>
<tr>
<td></td>
<td>FCOS</td>
<td>26.29±0.98</td>
<td>13.91±1.28</td>
<td>21.09±1.57</td>
<td>28.44±1.66</td>
<td>32.71±0.78</td>
<td>28.13±0.93</td>
</tr>
<tr>
<td>Pascal VOC</td>
<td>F-RCNN</td>
<td>34.88±0.10</td>
<td>17.03±0.16</td>
<td>28.75±0.17</td>
<td>47.67±0.91</td>
<td>41.99±0.33</td>
<td>30.84±0.07</td>
</tr>
<tr>
<td></td>
<td>RetinaNet</td>
<td>24.11±0.09</td>
<td>7.95±0.19</td>
<td>17.89±0.14</td>
<td>36.31±1.22</td>
<td>31.53±0.06</td>
<td>21.73±0.11</td>
</tr>
<tr>
<td></td>
<td>FCOS</td>
<td>22.32±0.05</td>
<td>15.77±0.10</td>
<td>15.55±0.11</td>
<td>36.84±0.65</td>
<td>27.12±0.04</td>
<td>20.97±0.02</td>
</tr>
</tbody>
</table>

### Table 4. Performance (AP and CE x 100) of models without calibration and fine-tuned models using our auxiliary loss on COCO.

<table>
<thead>
<tr>
<th>Model</th>
<th>AP ↑</th>
<th>CE ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-RCNN</td>
<td>36.11±0.10</td>
<td>31.76±0.05</td>
</tr>
<tr>
<td>F-RCNN + CE</td>
<td>34.72±0.09</td>
<td>26.91±0.14</td>
</tr>
<tr>
<td>RetinaNet</td>
<td>30.83±0.12</td>
<td>21.89±0.36</td>
</tr>
<tr>
<td>RetinaNet + CE</td>
<td>30.10±0.06</td>
<td>9.72±0.18</td>
</tr>
<tr>
<td>FCOS</td>
<td>34.02±0.06</td>
<td>24.40±0.13</td>
</tr>
<tr>
<td>FCOS + CE</td>
<td>33.41±0.12</td>
<td>15.32±0.17</td>
</tr>
</tbody>
</table>

**Ablation study** We investigate the effect of the regularization parameter $\lambda$, the test score threshold $\gamma$, and the number of epochs used for fine-tuning on the reported metrics. In Figure 3 we present fine-tuned F-RCNN detectors on Cityscapes for different values of the $\lambda$ parameter. We notice that increasing the weight of calibration regularization leads to noticeable reduction in calibration error. Table 5 shows the evaluated performance on test set using different thresholds $\gamma$. From Table 6 we can observe that fine-tuning even for a few epochs can lead to improvements in calibration error, without sacrificing AP. In Appendix B we conduct further experiments for the effect of $\lambda$, both for fine-tuned models and trained from scratch on the three datasets.

**Fine-tuning** Since there already exist a variety of trained object detectors on COCO, we demonstrate that the benefits of adding our estimator as a loss can be observed also for fine-tuning pre-trained models even for a few epochs. Table 4 shows the reduction in CE, achieved by fine-tuning for three epochs, by minimizing the loss defined in Equation (15) on COCO dataset.
Figure 3. Effect of $\lambda$ on AP and $\tilde{C}_E$. The points represent fine-tuned Faster-RCNN detectors on Cityscapes for three epochs. The number next to the point denotes the value of $\lambda$.

Table 5. Effect of test score threshold $\gamma$ on detection performance and calibration of Faster-RCNN trained on Cityscapes.

<table>
<thead>
<tr>
<th>Model</th>
<th>AP</th>
<th>$\tilde{C}_E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-RCNN ($\gamma = 0.1$)</td>
<td>38.34 ±0.18</td>
<td>22.61 ±1.11</td>
</tr>
<tr>
<td>F-RCNN ($\gamma = 0.2$)</td>
<td>37.53 ±0.26</td>
<td>26.26 ±0.78</td>
</tr>
<tr>
<td>F-RCNN ($\gamma = 0.3$)</td>
<td>36.92 ±0.31</td>
<td>27.86 ±0.80</td>
</tr>
<tr>
<td>F-RCNN ($\gamma = 0.4$)</td>
<td>36.15 ±0.43</td>
<td>28.36 ±0.83</td>
</tr>
<tr>
<td>F-RCNN ($\gamma = 0.5$)</td>
<td>35.36 ±0.65</td>
<td>28.48 ±0.68</td>
</tr>
<tr>
<td>F-RCNN ($\gamma = 0.6$)</td>
<td>34.31 ±0.75</td>
<td>28.19 ±0.90</td>
</tr>
<tr>
<td>F-RCNN ($\gamma = 0.7$)</td>
<td>33.26 ±0.86</td>
<td>27.48 ±0.99</td>
</tr>
</tbody>
</table>

Table 6. Effect of number of epochs for fine-tuning a Faster-RCNN network on Cityscapes, with $\lambda = 1$ and $\gamma = 0.5$.

<table>
<thead>
<tr>
<th>Model</th>
<th>AP</th>
<th>$\tilde{C}_E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-RCNN</td>
<td>35.36 ±0.65</td>
<td>28.48 ±0.68</td>
</tr>
<tr>
<td>F-RCNN + $\tilde{C}_E$ (1x)</td>
<td>34.39 ±0.19</td>
<td>25.88 ±1.40</td>
</tr>
<tr>
<td>F-RCNN + $\tilde{C}_E$ (2x)</td>
<td>34.45 ±0.22</td>
<td>25.48 ±0.60</td>
</tr>
<tr>
<td>F-RCNN + $\tilde{C}_E$ (3x)</td>
<td>35.06 ±0.51</td>
<td>25.76 ±0.85</td>
</tr>
<tr>
<td>F-RCNN + $\tilde{C}_E$ (4x)</td>
<td>35.67 ±0.41</td>
<td>26.72 ±0.56</td>
</tr>
<tr>
<td>F-RCNN + $\tilde{C}_E$ (5x)</td>
<td>35.80 ±0.40</td>
<td>26.19 ±1.40</td>
</tr>
</tbody>
</table>

5. Discussion

In this paper, we tackled the challenge of defining calibration and estimating calibration error for object detection. Specifically, calibration error for OD is a quantity that depends on the choice of a measure of “correctness” of a prediction, which we have decomposed into a similarity measure $L$ and a link function $\psi$, which together determine the notion of calibration that is relevant for a particular scenario. Beyond the definition, we also proposed a consistent and differentiable estimator of a calibration error for OD, which can be used for common one-stage, two-stage, anchor-based and anchor-free DNN-based detectors.

The empirical results showed that our estimator performs equally well for estimating calibration error as existing binning-based versions, while offering superior statistical properties. Moreover, due to its differentiability, it can be directly included as part of both post-hoc and train-time calibration setups. In particular, when integrated into the task-specific loss during training, our estimator achieves substantial improvements in calibration error, while maintaining similar levels of AP. We have also shown that a reduction in calibration error can be achieved by fine-tuning with our auxiliary loss for a few epochs, thus eliminating the need to train object detectors from scratch.

This work also has some limitations. The main limitation is the intrinsic $\mathcal{O}(n^2)$ [31] complexity of KDE. When using the estimator of calibration error as an auxiliary loss for one-stage object detectors, which generate a considerable number of candidate detections during training, the complexity becomes particularly challenging. Nevertheless, our synthetic experiments have revealed that the calibration error can be accurately estimated using only a few thousand data points. As a result, during training with RetinaNet and FCOS, we opt to randomly sample a subset of detections and evaluate the calibration error based on this reduced set of data points. Our empirical results verify that this is an effective strategy for conducting calibration-regularized training. Another limitation of this paper is that we did not include a transformer-based model, such as DINO [16], in our experiments. However, the presented mathematical principles are model-agnostic and our estimator can be trivially extended to this family of detectors as well. Finally, it is worth noting that in certain scenarios, calibration regularized training results in a slight reduction of the AP metric. Exploring the relationship between CE, AP, and the test score threshold, along with investigating the advantage that calibration brings to downstream tasks that utilize object detectors, is an interesting direction for future work.

To conclude, our study puts forward a novel and principled view on calibration in OD, and proposes a new mathematical framework, which enables both estimation of calibration error, and calibration regularized training for object detection. Considering the critical role of calibration in enhancing overall system robustness, our method is highly relevant across diverse computer vision applications, and especially in risk-sensitive scenarios.
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