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Abstract—Deep neural networks (DNNs) have great potential
to solve many real-world problems, but they usually require an
extensive amount of computation and memory. It is of great
difficulty to deploy a large DNN model to a single resource-limited
device with small memory capacity. Distributed computing is a
common approach to reduce single-node memory consumption
and to accelerate the inference of DNN models. In this paper, we
explore the “within-layer model parallelism”, which distributes
the inference of each layer into multiple nodes. In this way,
the memory requirement can be distributed to many nodes,
making it possible to use several edge devices to infer a large
DNN model. Due to the dependency within each layer, data
communications between nodes during this parallel inference can
be a bottleneck when the communication bandwidth is limited.
We propose a framework to train DNN models for Distributed
Inference with Sparse Communications (DISCO). We convert the
problem of selecting which subset of data to transmit between
nodes into a model optimization problem, and derive models
with both computation and communication reduction when each
layer is inferred on multiple nodes. We show the benefit of the
DISCO framework on a variety of CV tasks such as image
classification, object detection, semantic segmentation, and image
super resolution. The corresponding models include important
DNN building blocks such as convolutions and transformers. For
example, each layer of a ResNet-50 model can be distributively
inferred across two nodes with 5x less data communications,
almost half overall computations and less than half memory
requirement for a single node, and achieve comparable accuracy
to the original ResNet-50 model.

I. INTRODUCTION

Deep neural networks (DNNs) have made great progress
in solving real-world problems [1]. A majority of studies
assume that DNN models are inferred on a single device, such
as a GPU. There are a few reasons to study the distributed
inference of DNN models on multiple devices. Firstly, good
DNN models usually require large memory for inference. This
issue becomes more critical as the size of modern DNN models
becomes larger and the popularity of resource-limited devices
for them to be deployed grows rapidly. For example, ESP32 [2]
series of SoCs have only hundreds of kilobytes of RAM/ROM,
while a ResNet50 model requires hundreds of megabytes of
RAM to store its weights and features, making it extremely
challenging to infer a large DNN model on the edge device.
This difficulty can be mitigated by distributing the memory
consumption of DNN models to multiple nodes. Second, the
inference latency can also be reduced by distributing the
computation of inference to multiple nodes as well. Thirdly,

some applications can benefit from cooperative inference of
several branches DNN models. For example, in the scenario
of multi-camera surveillance, if the DNN model in each
camera can not only infer features from its own view, but
collaboratively receive/send data from/to other cameras, the
detection of an object can be more accurate. The overall
system can be viewed as a distributed inference of a larger
DNN model with communicated features between nodes.

Parallelism by distributing the computation across many
nodes is one of the most popular methods to accelerate the
DNN and it can also reduce the memory requirement for each
node [6], [7]. In the data parallelism, each node is responsible
for processing a subset of input samples in one mini-batch. In
the pipeline parallelism [8]–[11], the DNN model is parti-
tioned into sequential parts based on the execution order, and
each node is responsible for processing one part. The DNN
is therefore processed in the pipeline manner. Although they
improve throughput, neither data nor pipeline parallelism can
reduce the latency during the inference of one input. This is
because the input data has to be sequentially processed through
all DNN layers, and within each layer the computation is not
distributed.

In order to distribute the computation within a layer, the
model parallelism is proposed where each node is responsible
for computing a subset of the output of a layer [7]. Note
that each feature in the output of a layer is usually depen-
dent on all input data of the layer, such that all input data
needs to be distributed to all nodes (Figure 1(a)). The data
communication latency between nodes will be the bottleneck
of the distributed system with low communication bandwidth.
For example, based on the configuration of a head-mounted
system in [4], the communication latency can be one or two
orders of magnitudes higher than the computation latency
(See Figure 2). This phenomenon also happens for high-end
(e.g., A100 GPUs and NV-Links) and low-end (e.g., ARM
cores and wireless links) platforms. Many prior works [12]–
[16] tried to use better scheduling methods to improve the
overall system performance. However, the potential of jointly
designing the DNN architectures based on the system con-
figurations is not explored. Another trend to distribute the
computation is by splitting some stages of the DNN into
independent branches [3]–[5] (Figure 1(b)(c)(d)). In these
works, the separate branches can be processed independently
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Fig. 1: Comparison of different distributed DNN inference methods. (a) Conventional dense communications. (b) Dense-then-
split ( [3]). (c) Split-then-aggregate ( [4]). (d) Independent branches ( [5]). (e) Distributed inference with sparse communications
(DISCO, ours). Dashed arrows mean sparse data transmission. (f) Details of one layer in an example 2-node DISCO. Each
node has 8 features from previous layers. Node-0 and Node-1 select 3 and 2 data features (out of 8) to transfer to the other
node, respectively. The transferred features are combined with its own features to form the input to the convolutional kernels.
The output of the convolution (after point-wise non-linear activation functions) will again be served as the input to the next
layer with sparse communications.
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Fig. 2: Computation latency (Lcomp) and communication la-
tency (Lcomm) of 54 layers (including 4 skip links) in a ResNet-
50 with dense communications between N = 2 nodes. The
system configuration is in [4], with B = 37.5 MB/s, C = 125
GOP/s.

on different nodes and there is no data communication between
them. This eliminates the data communication latency for the
corresponding stages. However, completely separated branches
hurt the accuracy.

In this paper, we jointly design the DNN architecture and
system configurations for distributed inference. In our pro-
posal, only a subset of input features are transmitted between
nodes (Figure 1(e)). The problem of selecting an optimal

subset of them to communicate between nodes is NP-hard.
We first demonstrate that this problem is equivalent to the
problem of DNN weight pruning with certain patterns. To be
more specific, weights in a convolutional or fully-connected
layer can be represented as a 2-dimensional matrix M . And
if Node-i does not need a specific input feature from Node-j
to compute Node-i’s output features, it is equivalent to setting
a sub-row of appropriate size and location in M to be all-
zero. Details are presented in Section III-B. In our framework,
we first train a complete model with dense communication.
Then we identify the non-zeros weights corresponding to the
sparse features to communicate. We gradually sparsify the
communication by fine-tuning the remaining weights. This
framework, called distributed inference with sparse communi-
cations (DISCO), can search for models with a better trade-off
between data communication, computation, and accuracy. In
addition, observing that the data communication and computa-
tion can be pipelined to hide their latency, the proposed method
can further reduce the end-to-end system latency at almost
no cost to accuracy. By experimenting on multiple machine
learning tasks, including image recognition, object detection,
semantic segmentation, and super-resolution, we conclude that
1) Compared to DNNs with completely independent branches,
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the accuracy can be significantly improved by a very tiny
proportion of the data communications; 2) Compared to DNNs
with completely dependent input-output layers (dense data
communications), our proposed method can significantly re-
duce data communications with negligible accuracy loss.

The contribution of this paper is summarized as follows.
1). We propose a framework, called DISCO, to design

distributed DNN model architectures with sparse communi-
cations.

2). We proposed structured pruning patterns of DNN weight
pruning problems which the problem of selecting the subset
of data to communicate (which is NP hard) can be converted
to.

3). The proposed DISCO can reduce the data communica-
tion by an average 75% without accuracy degradation based on
5 machine learning tasks and models. As far as we know, this
covers the widest range of applications among similar works.

II. RELATED WORKS

A. Distributed inference

Some prior works assume a device-cloud scenario where
the layers of neural network are distributed among them [4],
[17]–[20]. Many works focus on selecting the splitting point
for separate device and cloud execution [8]–[11]. In these
methods, the communication happens at the splitting point
and no other communication latency is considered within each
side. Our work, on the contrary, focuses on the fundamentals of
distributed inference where no difference in the computational
capabilities of processors is assumed and we consider the
communication latency of all layers. Therefore, our work can
also be used to improve their latency on either the device or
the cloud side.

[3], [5], [21], [22] partition the neural network into
several branches and each branch is distributed to a node
for independent execution. Our work is different in that our
network design is not completely separate such that there
is communication between nodes. We can show that a tiny
fraction of communication (e.g., 1%) can improve accuracy
significantly with our framework.

Unlike works with changes to DNNs, there are some other
works focusing on the system scheduling of inference without
changing the models. [12] uses compression and dynamic
scheduling to improve the throughput. [13] forms the split-
ting problem into a graph routing problem. [14] presents a
framework to dispatch the inference data to compute nodes.
[15], [16] minimizes the footprint in parallelism and enables
dynamic workload distribution. [23] considers heterogeneous
and non-linear device characteristics and proposes splitting
and distributing methods. Compared to system design methods
where the focus is to find a good schedule for unchanged
models, our work is different, and can be superimposed on
theirs as well, in that we modify the network architecture
to directly reduce data communications to achieve a better
accuracy-latency trade-off.

B. Distributed training

Model and pipeline parallelism can accelerate the distributed
training. Graph partitioning [24]–[30] splits the training data
into micro-batches and they are pipelined into the training
devices. [31]–[33] split the tensors and place them onto
different devices to distribute the computing. Data parallelism
encounters the problem of high communication bandwidth for
transmitting gradients. [34]–[38] propose methods to sparsify
and quantize the gradients to reduce communication, respec-
tively.

While the distributed training research focuses on improving
the training throughput, our work, on the other hand, focuses
on improving the distributed inference latency of each DNN
layer by a slight architectural change.

III. METHODOLOGY

A. Problem statement

The basic operation of the DNN model inference is the
multiplication of input features and weights. The input features
are feature maps for convolutional neural networks (CNNs)
and are neuron vectors/matrices for multi-layer perceptions
(MLPs) and Transformers. Assume there are I input features.
In order to distribute the computation of each DNN layer
into N nodes, they can be equally distributed with I

N input
features per node. If an output feature in Node-i is dependent
on input features in Node-j, the corresponding dependent
input features are required to be transmitted from Node-j to
Node-i. Figure 1(f) demonstrates an example of distributing a
convolutional layer with 3× 3 kernels into N = 2 nodes. The
total number of input features is I = 16 and each node carries
8 of them. For conventional DNNs with dense communications
shown in Figure 1(a), the convolution tensor on each node
has the shape (W,H, I,O) = (3, 3, 16, 8), where W and
H are the kernel size, I and O are 16 input features and
8 output features, respectively. The total number of output
feature maps is then 8 + 8 = 16. Though the computation
of the convolution operation is distributed across 2 nodes, the
communication latency may be a bottleneck of the system
since all 8 input features need to be transmitted across the
communication channel in both ways.

In DISCO (Figure 1(f)), in order to reduce the communica-
tion latency, for example, Node-0 can select 3 input features,
which are the 2nd, 3rd, and 6th feature maps, and sends them
to Node-1, resulting in 5

8 one-way communication reduction.
Similarly, in the other direction, the selection of the 0th and
5th feature maps from Node-1 to Node-0 can reduce the data
transmission by 6

8 . The problem of designing the DNN model
for distributed inference can be formulated as the following
few questions:

1) If the total number of features to be communicated is
known, which subset of input features should be selected to
transmit to other nodes?

2) If the subset of transmitted input features is determined,
how should the weights of the DNN be trained?
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Fig. 3: Equivalence of feature selection and weight selection. (a) One of two features is transmitted from Node-0 to Node-1
and from Node-1 to Node-0, respectively. The non-transmitted feature can be viewed as all-zero (a blank feature). (b) The
equivalent representation where all features are transmitted but the corresponding weights are all-zero (blank 3-by-3 kernels).
(c) A real example of the weight matrix in a ResNet-50 model found by our DISCO. The number of both input and output
feature maps are 256. Each black subrow in the anti-diagonal represents one transmitted input feature between the two nodes.

B. Selection of the subset of input features to communicate

In this section, we use a convolutional layer to demonstrate
the subset selection problem and it can be generalized to MLP
and Transformers as well.

Let Ieach = I
N be the number of local input features on each

node, and assume the number of input features communicated
from Node-i to Node-j is Icomm. The communication sparsity,
denoted by Scomm = 1 − Icomm

Ieach
. Note that reduced feature

communication also leads to computation reduction, denoted
by Scomp = N−1

N Scomm (See Appendix for the proof). There
are

(
Ieach
Icomm

)
possible subsets of input features to select. This

problem is NP-hard for moderate fraction Icomm
Ieach

. For example,
if Ieach = 128 and Icomm = 32 (transmitting a quarter of fea-
tures, i.e., Scomm = 75%), then the number of subset selections
is larger than 1030, making it impossible to enumerate.

Let the subset of input features that are not transmitted
to the other node be denoted by F , it is mathematically
equivalent to transmitting them as all-zero features Fzero
and the corresponding weights WF convolving these all-
zero features can be arbitrary (Figure 3(a)). This is because
zero times any value equals zero. Then, it is mathematically
equivalent to transmit all input features including F and
set WF = 0, as in Figure 3(b). Therefore, the problem of
selecting a subset of features, which is dynamic and related
to the dataset distribution, can be converted into a weight
pruning problem, where the pruning pattern is a sequence of
convolution kernels (e.g., a sequence of 3 × 3 kernels) that
corresponds to input features in the other nodes. Therefore,
if the 4-D convolution weight tensor is projected to a 2-D
mask-matrix by condensing each 2-D convolution kernel into
one value representing whether this kernel is all-zero, then
the pruned pattern is a half row of the matrix (for 2 nodes),
or in general, a 1

N -th row of the matrix, because each sub-

row represents the weights that convolve one input feature
in the other nodes. Note that for Node-i, the convolution
kernels corresponding to its input features are always kept.
Therefore, the diagonal blocks of the mask-matrix are always
kept. Figure 3(c) shows the 2-node mask-matrix for one of
the layers in ResNet-50 that has 256 input and output feature
maps, respectively. The communication sparsity is 90%. Each
point in the mask represents a 3×3 convolutional kernel. Two
dark blocks on the diagonal represent the dense weights and
communications within each node. In the anti-diagonal, white
regions mean the corresponding weights are pruned and the
dark black sub-rows correspond to those input features that
will be communicated between the two nodes.

C. Training DNNs with sparse communications

After converting the input feature selection problem to a
weight pruning problem, we can find an approximation of
the problem efficiently by estimating the significance of the
weights. First, a full DNN model with dense communications
is trained. Second, for each layer, create a mask matrix
M ∈ {0, 1}I×O for each convolutional kernel of shape
W × H (e.g., 3 × 3 or 1 × 1), where I and O are the
number of input and output features, respectively. Then, for
the non-diagonal sub-row of size 1-by- ON that corresponds
to OWH

N weights in the full model, calculate the L1 norm
of them and prune the sub-rows with least L1 norms to
all-zero values. If we partition mask M into I

N × O
N sub-

matrices, then pruning one non-diagonal sub-row in the (i, j)-
th sub-matrix corresponds to preventing one input feature from
being transmitted from Node-i to Node-j. The total number
of pruned sub-rows depends on the desired sparsity in the
non-diagonal matrix, which is the communication sparsity of
this layer. The remaining sub-rows are the input features with
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greater significance and should be communicated between
nodes for optimum latency-accuracy trade-offs. We ablate over
the random sub-row pruning to show the benefit of DISCO.

In our experiment, we use the simple yet effective itera-
tive magnitude prune-and-finetune procedure to obtain trained
DNNs with sparse communications. First, we train a full
model with dense communications. Then we prune the least
significant sub-rows in the weight matrix by a fraction of p,
and then finetune the remaining weights to recover some accu-
racy. This completes one iteration. We perform this fraction-p
prune and finetune process for a few iterations to generate a
sequence of models with increasing weight sparsity (and thus
communication and computation sparsity).

IV. EXPERIMENTAL RESULTS

In this section, we demonstrate the benefits of DISCO
through several machine learning tasks, including image clas-
sification (the ResNet, EfficientNet and DeiT models), ob-
ject detection (the SSD models), semantic segmentation (the
DeepLabV3+ models) and super resolution (the ESRGAN
models). All models are trained on NVIDIA A100 GPUs by
PyTorch implementation.

In Tables I, II, III, IV, V, we investigate the communication
and computation sparsity (denoted by Scomm and Scomp) and
the accuracy trade-offs of various DNN models, datasets, and
evaluation metrics when they are distributed across two nodes.
Comparisons to a single node or larger number of nodes are
presented in Section V. Details on the training recipe are
presented in the Appendix. We vary Scomm (and thus Scomp) in
the DISCO framework to obtain a sequence of DNN models.

We compare our framework (DISCO) with three different
existing or baseline approaches.

1) Random sparse communications: The transmitted input
features are randomly selected instead of being selected based
on DISCO (Section III-B). In particular, when Scomm = 1,
there is no communication between nodes and DNNs are
partitioned into “independent branches” [5].

2) Dense-then-split: The features in the first few layers are
densely communicated, and the remaining layers are all sep-
arate without feature communication (Figure 1(b)). Different
splitting points result in different accuracy-latency trade-off.
This architecture is proposed in [3].

3) Split-then-aggregate: The first few layers are all separate
without communicated features, and the remaining layers
have dense feature communications (Figure 1(c)). Different
aggregation points result in different accuracy-latency trade-
offs. This architecture is proposed in [4].

For DISCO and 1), we use uniform Scomm and Scomp across
all layers. For 2) and 3), we report the average Scomm and
Scomp.

The observation that our results outperform the random
sparse communications shows the effectiveness of DISCO in
selecting features and training the DNN (Section III-B, III-C).
On the other hand, our results outperform “Dense-then-split”
and “Split-then-aggregate”, which shows that it is better to

have sparse communications among all layers than to have
polarized communication sparsity for different layers.

A. ResNet50 models on image classification

The ResNet architecture is widely used in computer vision
tasks. We use ResNet-50 models on ImageNet [44] to demon-
strate the benefit of DISCO.

A few conclusions can be drawn from Table I: (1) Compared
to the dense model, DISCO methods has no accuracy loss
when Scomm = 80%, i.e., 5x data communication reduction.
(2) The accuracy improvement over [3], [4] is significant
at all sparsities. For example, the maximum Scomm of [3],
[4] in the table is 91% with accuracy being 73.66%, while
DISCO’s accuracy is 76.5% with Scomm = 90%. There is
2.8% accuracy gain. (3) Compared to the model with inde-
pendent branches [5] (Scomm = 100%), by adding only 1%
feature communications (Scomm = 99%), the accuracy can be
improved by a large margin from 73.36% (without DISCO) to
75.94% (with DISCO). This demonstrates that a small portion
of communicated features can significantly increase the model
accuracy.

B. DeiT models on image classification

There is a growing interest in Vision Transformers [40],
[45] and we also apply the DISCO to DeiT-small models. We
follow the same training recipe as in [46]. Some conclusions
can be drawn from Table II: (1) DISCO has almost no accuracy
loss with 60% to 80% communication reduction. (2) DISCO
has over 1% accuracy advantage over all existing or baseline
methods. (3) By adding 1% of data communications between
the two nodes, DISCO methods can improve the accuracy from
74.58% to 78.70%.

C. SSD models on object detection

The single-shot detection (SSD) model [47] is a fast one-
phase object detection model. We use the COCO2017 [48]
dataset and follow the training recipe in [41].

Some conclusions can be drawn from Table III: (1) DISCO
has no accuracy loss with 90% communication reduction.
(2) DISCO has clear accuracy advantages over prior art or
baseline methods (+2.9% or more mAP at the same Scomm).
(3) By introducing 1% data communication, the accuracy can
be significantly improved from 19.6% to 24.6%.

D. DeepLabV3+ models on semantic segmentation

We use the standard DeepLabV3+ models with ResNet-101
as the backbone [42] for semantic segmentation task. The
dataset is PASCAL VOC2012 [49]. We follow the training
recipe in [42].

Some conclusions can be drawn from Table IV: (1) DISCO
has no accuracy loss with 95% communication reduction. (2)
DISCO has over 4-12% mIoU advantage over all existing or
baseline methods. (3) By introducing 1% data communication,
the accuracy can be improved from 64.5% to 76.7%.
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TABLE I: Results of ResNet-50 models on ImageNet.

Method Scomm Scomp Top-1 accu. (%) Comments
Dense [39] 0% 0% 76.80

Random Sparse
Communication (baseline)

80% 40% 75.26

Uniform Scomm and Scomp

90% 45% 74.90
95% 47.5% 74.54
99% 49.5% 73.85

100% 50% 73.36

Dense-then-split [3]

8% 10% 75.14 Split @ Loc. 1
32% 28% 74.55 Split @ Loc. 2
68% 40% 73.3 Split @ Loc. 3

Split-then-aggregate [4]
30% 8% 75.10 Aggr. @ Loc. 1
67% 21% 74.88 Aggr. @ Loc. 2
91% 39% 73.66 Aggr. @ Loc. 3

DISCO (Ours)

80% 40% 76.84

Uniform Scomm
90% 45% 76.50
95% 47.5% 76.26
99% 49.5% 75.94

TABLE II: Results of DeiT-S models on ImageNet.

Method Scomm Scomp Top-1 accu. (%) Comments
Dense [40] 0% 0% 79.94

Random Sparse
Communication (baseline)

60% 30% 78.51

Uniform Scomm

80% 40% 78.45
90% 45% 78.24
95% 47.5% 75.65
100% 50% 74.57

Dense-then-split [3] 24% 15% 78.39 Split @ Loc. 1
47% 30% 76.51 Split @ Loc. 2

Split-then-aggregate [4] 24% 15% 79.26 Aggr. @ Loc. 1
47% 30% 78.51 Aggr. @ Loc. 2

DISCO (Ours)

60% 30% 80.08

Uniform Scomm

80% 40% 79.50
90% 45% 79.21
95% 47.5% 79.11
99% 49.5% 78.70

E. ESRGAN models on super resolution

We use the ESRGAN [43] with 23 residual-in-residual dense
blocks (RRDB) [43] architecture to demonstrate the DISCO
on image super resolution (up-scaling the height and width
each by 4 times). The dataset is DIV2K [50].

Some conclusions can be drawn from Table V: (1) DISCO
has no PSNR loss with 60%-80% communication reduction.
(2) DISCO has around 0.6dB PSNR advantage over all existing
or baseline methods. (3) By introducing 1% data communica-
tion, the PSNR can be improved from 31.69 to 32.49.

V. FURTHER DISCUSSIONS AND COMPARISONS

A. Number of nodes and other parallelism

One of the motivations for distributing DNN inference to
multiple nodes is to reduce the memory requirement of each
node. To demonstrate the benefit of multiple nodes, we denote
by “ResNet50/X” the DNN with 1/X of the layer width of
a standard ResNet50 model. For example, ResNet50/2 is a
ResNet model with 50 layers and each layer has one half
channels of the original ResNet50 [39]. The following is
assumed: 1) Each node has a memory capacity that is slightly
larger than the requirement of inferring the ResNet50/8 model,
but not significantly larger ones. 2) The system has comparable
communication and computation latency, so reducing either

of them will be helpful. By investigating the feature size and
computation FLOPs of a sequence of ResNet50/X models, the
communication bandwidth B = 37.5MB/s and computation
speed C = 3.75GOP/s are reasonable configurations to fulfill
the above assumption in this subsection. The overall inference
latency is then calculated measuring data communication
latency (Bytes transmitted

B ) and computation latency ( FLOPS
C ). See

Appendix for details.
If we have N such nodes, we compare two paralleled

computing methods in Figure 4. The first is our “within-layer”
model parallelism (Model Parl.) and the second is to partition
the model into sequential stages of layers and each stage is
inferred on one node. This is often referred to as pipeline
parallelism (Pipeline Parl.). In “Model Parl.”, there is a tiny
proportion of data communications between pairs of N=2,4,8
nodes (Scomm ≈ 99%) such that the memory requirement
to handle the extra 1% data does not exceed the memory
capacity of each node. In “Pipeline Parl.”, a ResNet50/X
model is sequentially partitioned into N=2,4,8 nodes and data
communication happens between those partitions. The values
of “X” are chosen such that each node has the same memory
requirement of a ResNet50/8.

Figure 4 shows the comparison and a few phenomena can
be observed. 1) Model parallelism by DISCO significantly

2437



TABLE III: Results of SSD300 models on COCO2017.

Method Scomm Scomp mAP (%) Comments
Dense [41] 0% 0% 26.0

Random Sparse
Communication (baseline)

80% 40% 23.6

Uniform Scomm
90% 45% 23.2
95% 47.5% 22.6
100% 50% 19.6

Dense-then-split [3]
18% 17% 24.7 Split @ Loc. 1
60% 42% 21.8 Split @ Loc. 2
81% 47% 20.3 Split @ Loc. 3

Split-then-aggregate [4]
18% 3% 25.5 Aggr. @ Loc. 1
40% 8% 24.6 Aggr. @ Loc. 2
82% 33% 21.5 Aggr. @ Loc. 3

DISCO (Ours)

80% 40% 26.7

Uniform Scomm
90% 45% 26.1
95% 47.5% 25.6
99% 49.5% 24.6

TABLE IV: Results of DeeplabV3+ models on PASCAL VOC2012.

Method Scomm Scomp mIoU (%) Comments
Dense [42] 0% 0% 77.2

Random Sparse
Communication (baseline)

80% 40% 74.4

Uniform Scomm

90% 45% 72.8
95% 47.5% 70.9
99% 49.5% 66.8
100% 50% 64.5

Dense-then-split [3]
26% 27% 76.5 Split @ Loc. 1
63% 44% 69.0 Split @ Loc. 2
81% 47% 66.1 Split @ Loc. 3

Split-then-aggregate [4]
34% 6% 77.2 Aggr. @ Loc. 1
71% 23% 68.8 Aggr. @ Loc. 2
79% 33% 64.5 Aggr. @ Loc. 3

DISCO (Ours)

80% 40% 78.5

Uniform Scomm
90% 45% 78.1
95% 47.5% 77.5
99% 49.5% 76.7
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Fig. 4: Comparison of different parallel computing methods.

reduces the inference latency with the same number of nodes.
Larger number of nodes has greater latency improvement.
This is because the computation of one input is distributed
in model parallelism, but not in the pipeline parallelism. 2)
With 5% latency overhead, DISCO can significantly improve
the accuracy of single-node inference of a small ResNet50/8
model (from 55.55% to 71.89%).

VI. CONCLUSIONS

In this paper, we propose a framework, called DISCO, to
train DNNs for distributed inference with sparse communica-
tions. We convert the problem of selecting the subset of data
for transmission to a DNN sparsification problem and show
that DISCO can reduce the data communication by 75% with
no or negligible accuracy degradation.
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