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Abstract

Collecting training data for pose estimation methods on
images is a time-consuming task and usually involves some
kind of manual labeling of the 6D pose of objects. This
time could be reduced considerably by using marker-based
tracking that would allow for automatic labeling of training
images. However, images containing markers may reduce
the accuracy of pose estimation due to a bias introduced
by the markers. In this paper, we analyze the influence of
markers in training images on pose estimation accuracy. We
investigate the accuracy of estimated poses for three differ-
ent cases: i) training on images with markers, ii) remov-
ing markers by inpainting, and iii) augmenting the dataset
with randomly generated markers to reduce spatial learning
of marker features. Our results demonstrate that utilizing
marker-based techniques is an effective strategy for collect-
ing large amounts of ground truth data for pose prediction.
Moreover, our findings suggest that the usage of inpaint-
ing techniques do not reduce prediction accuracy. Addi-
tionally, we investigate the effect of inaccuracies of labeling
in training data on prediction accuracy. We show that the
precise ground truth data obtained through marker track-
ing proves to be superior compared to markerless datasets
if labeling errors of 6D ground truth exist. Our data gen-
eration tools are available online: https://github.
com/JHRosskamp/6DPoseDataGenTools

1. Introduction
The estimation of object 6D poses in images is important

for many applications. In robotics, the prediction of poses
is a necessary requirement to allow robots to grasp objects
and manipulate their environment [3, 36]. In augmented re-
ality, knowing the 6D pose can be used to provide detailed
instructions during assembly tasks [20,23]. Pose estimation
is also crucial in medicine, i.e., during surgeries to track
tools for guided navigation [6, 19, 22].

While marker and sensor-based systems such as Po-
laris offer a precise pose estimation, they are, compared to
image-based camera methods, less flexible in their appli-

(a) Image without markers (b) Image with markers

(c) Image with marker inpainting (d) Image with marker augmentation

Figure 1. An example of a rendered image for our teabox dataset
(red object in the middle). We use the same objects, lighting and
camera positions for all cases a)-d) to fairly compare the prediction
performance. In c) small artifacts from inpainting are still visible.

cations and require specialized hardware. For this reason,
deep learning-based pose estimation on images is an active
area of research, with many improvements in precision and
generalizability over the last years [1, 18, 25, 35].

An important requirement for pose estimation with deep
learning is the pre-existing high-quality training data. For
different pose estimation applications, task-specific train-
ing data, depending on the objects and scene, must be col-
lected. The creation of datasets for image-based methods
is time-consuming and requires a carefully selected record-
ing environment for accurate ground truth estimation of 6D
poses [14]. And while domain randomization or photore-
alistic images can be used for training, it is usually best to
fine-tune on real data [28, 29].

Using marker-based object tracking makes it easy to ac-
curately collect the ground truth of 6D poses for large num-
bers of images. However, a training set collected in this
way will have objects with markers occurring in each im-
age. Naturally, these markers do not exist during prediction
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for general applications. It is unclear, how the model per-
forms if markers were present during training but are miss-
ing at test time. To the best of our knowledge, the influence
of marker-based images on pose estimation with deep learn-
ing has not been investigated yet.

In this paper, we analyze the influence of a training set,
collected with a marker-based approach to generate ground
truth poses, on the performance of the pose prediction when
no markers are present at runtime. We do this by creating
synthetic datasets using physically-based rendering. It con-
sists of pairs of images, one with markers and one without.
In both cases, the ground truth 6D pose is given by the ren-
derer. This offers the advantage of having training data with
identical scenes and 6D poses. Hence, a fair comparison of
both sets without introducing any discrepancies due to la-
beling or different scenes are possible.

We quantify the error introduced by the marker-based
training set for three different cases: i) unedited images
with markers for tracking, ii) markers removed using in-
painting, and iii) rendering markers in the synthetic training
data at random positions on the object, for which the pose
estimator is learned. An example of these three cases and
the corresponding markerless image are shown in Figs. 1a
to 1d. We show that the influence of marker-based training
data on pose estimation is small and can be reduced even
further with marker removal using inpainting. Addition-
ally, we demonstrate that marker removal using inpainting
is also applicable in scenarios where real images are used
for training. This means that if marker-based tracking of
real objects, to generate ground truth poses, is used, creat-
ing training data will be much easier since manual labeling
(i.e., pose reconstruction) is no longer necessary.

Furthermore, we analyze the influence of incorrectly la-
beled training data on pose prediction. This error in the
training set might be introduced by not carefully manag-
ing the recording environment or imprecise manual annota-
tion. We investigate this error by creating datasets with mis-
labeled poses and comparing them to the baseline dataset
without any errors. We show that the accuracy of pose
prediction using incorrectly labeled data is worse, even for
small labeling errors, compared to using unedited marker-
based data. In summary, we show in this paper that

• From our proposed methods, marker removal using in-
painting performs best. In fact, it has the same ac-
curacy of 6D pose prediction as a network trained on
markerless images with precise ground truth.

• If the 6D pose ground truth is labeled imprecisely for
markerless images, the precise ground truth of marker-
based training data results in better accuracy of pose
predictions. This is even the case when unedited im-
ages with visible markers are used as training data.

2. Related Work
Several classes of methods for estimating the 6D pose of

objects exist. We briefly review two significant classes for
pose prediction: image-based and marker-based methods,
both of which are of interest within the context of this pa-
per. Subsequently, we discuss widely-used training sets and
their respective data collection methods.

Image-based tracking In recent years, pose estima-
tion of objects from RGB images using deep learning has
achieved impressive quality, often comparable to depth-
based methods [16]. One substantial advantage is the cost-
effective setup for tracking. Typically, a simple RGB cam-
era suffices, with no additional sensors required. Compared
to marker-based tracking, the object’s 6D pose can also be
estimated in environments where a motion-capturing sys-
tem hasn’t been installed, such as in-home applications, or
where objects cannot be prepared for motion tracking be-
cause it would render them ungraspable by robots.

Marker-based tracking Compared to marker or sensor-
based tracking, image-based tracking, whether based on
RGB or RGB-D, is less accurate, and metrics often measure
if a pose is within 10% of the object’s diameter [34]. On the
other hand, marker-based tracking systems such as Opti-
track can achieve sub-millimeter accuracy, and even though
magnetic sensor-based tracking systems, such as Polaris or
[2] are slightly less precise, sub-millimeter accuracies can
still be achieved. Image-based tracking requires large vol-
umes of object-specific training data, while marker-based
methods do not require specific training and can be utilized
in unfamiliar scenarios.

Datasets Numerous datasets for pose estimation tasks
exist and are commonly used to benchmark the performance
of network architectures. The YCB-V dataset [34], com-
prising approximately 130,000 frames, is a popular choice
for benchmarking [11, 17, 21, 31] and will thus be used
in this paper. The authors annotated the first frame us-
ing depth data and refined it using signed distance fields.
The camera trajectory is then estimated by fixing the ob-
ject poses, and finally, a global refinement step is applied
to each scene. The T-LESS dataset [14] has 38,000 train-
ing images and 10,000 test images for each of its three
sensors. It uses textureless, industry-relevant objects and
collects ground truth data using a turntable with a pattern
field. The LineMOD [13] and Occluded LineMOD dataset
contain 1,200 manually annotated images. In the ITODD
dataset [5], the ground truth was manually estimated and
improved with several iterations of ICP for 3,500 images.
The DoPose-6D dataset [8] collected 3,300 images using a
robotic arm. Data is annotated using depth and color images
to create a point cloud and then manually positioning an ob-
ject in the scene to subsequently refine the pose using ICP
methods. In the HOPE dataset [30], the point correspon-
dences between RGB-D depth maps and 3D objects were
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Figure 2. The marker removal pipeline is shown for an image from the YCBV dataset. An image with markers (top left) and the 4x diluted
mask (bottom left) is used as input for inpainting. In the resulting intermediate image (top middle) markers are removed, but artifacts are
still visible. We use the 8x diluted mask (bottom middle) and the intermediate image as new sources for inpainting. The final image is
marker-free and most artifacts are removed.

identified with Procrustes for 238 images. For one-third of
SegICP’s [33] 7,500 training images, active markers were
placed on objects such as an engine for tracking purposes.
For the remaining frames, annotation was performed manu-
ally. The influence of active markers on pose estimation was
not investigated. A commonality among all these datasets is
the need for carefully created recording environments and a
degree of manual interaction.

Many datasets utilize tabletop scenarios, as mentioned
by Gouda et al. [8], where, for instance, turntables can
be used for data generation. In general, generating new
domain-specific training data in arbitrary scenes is a time-
consuming task. However, by employing motion-capturing
systems, one can quickly and accurately create ground truth
poses, allowing even for data collection of objects in mo-
tion, such as thrown objects or items on assembly lines.

In the context of hand-object pose estimation, Hein et
al. [12] and Hampali et al. [9] argue that marker-based an-
notation introduces bias and should be avoided. This might
be the case for hand pose annotation, which requires com-
plex sensor setups [7, 10], but object tracking necessitates
far fewer sensors. To the best of our knowledge, the influ-
ence of markers in the dataset has not yet been systemati-
cally investigated.

3. Methods

In this section, we present our methodology, which in-
cludes the specifics of the datasets in Sec. 3.1 that are cru-
cial to our investigation. We then address two main aspects:
how to quantify the impact of marker-based training data on
pose estimation in Sec. 3.2, and measuring the magnitude

of annotation errors through manual labeling of images in
Sec. 3.3. Additionally, we provide details on the training
parameters and network architecture used for our investiga-
tion in Sec. 3.4.

3.1. Datasets

We decided to conduct our experiments with synthetic
images over real ones. This enables us to generate two sets
with exactly the same scenes and camera positions. The
only difference lies in the presence or absence of markers;
otherwise, the two sets are identical. This approach allows
for a fair comparison of results without introducing discrep-
ancies or errors due to slightly different poses or lighting
conditions, which are extremely difficult to prevent when
recording real scenes. Moreover, synthetic data, with its
known 6D pose, facilitates the study of the influence of im-
precise labeling on estimation. We generated the synthetic
datasets using BlenderProc2, a physically-based rendering
software [4], to create RGB-D images. Each scene was cre-
ated with varying backgrounds and distractor objects, and
a physics simulation was employed to generate plausible
poses for all objects. For each scene, we rendered 25 im-
ages using randomly positioned cameras. We created two
distinct sets. The larger set contains 80k images and five
different 3D models from the YCBV dataset to compare re-
sults on a larger dataset and evaluate on real images. The
smaller set comprises 20k images with 800 unique scenes
for a single box-shaped object (see Fig. 1), which will be
used to examine labeling errors. This dataset also contains
a marker-based and a markerless set of 200 real images each
and 59 markerless images in 3 scenes for testing.
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3.2. Marker-based Training Data

Marker-based systems can automatically generate accu-
rate ground truth of 6D object poses. As mentioned in
Sec. 2, images captured in such a scenario might result in
reduced performance during evaluation. To quantify the ef-
fects of markers, we trained the same neural network under
four different conditions of training data:

I Training on images without markers to generate base-
line data

II Training on images with markers to ascertain their in-
fluence

III Removing markers from images using inpainting
methods

IV Augmenting the training set by randomly generating 1-
5 markers on objects to learn pose estimations invariant
to markers

Figure 1 illustrates the same image modified for all four
methods. In the following, we will explain our inpainting
III and augmentation method IV in detail.

Figure 3. Real images of the tea box and a texture-less tool with
markers (top) and their inpainted counterparts where markers were
removed (bottom). This example suggests that our marker removal
process does not differentiate between rendered and real images.

Marker Removal

Instead of training on images with markers, modern inpaint-
ing methods can be used to eliminate markers from images.
We use the pre-trained model of Suvorov et al. [27] for in-
painting, without any adaptation to our objects and scenes.
The removal of image features can be automated using im-
age masks. To create these masks, we use the known marker

positions, project them onto the image space, and verify
their visibility using the depth image of the scene. While
these masks accurately describe the marker positions, they
create too many artifacts during inpainting, making them
unsuitable. Instead, we create two new masks using binary
dilation for the nearest neighbors and dilate four or eight
times, respectively. We first apply inpainting using the ini-
tial mask and then inpaint again using the second mask.
This double masking process reduces the number of arti-
facts, as shown in Fig. 2, and consistently removes markers.
Problems only occur on a few images (see Fig. 1c) where
artifacts remain. These could be manually removed, but for
the purpose of automatic marker removal, we do not uti-
lize any manual post-processing. Additionally, elongated
shadows of markers are not entirely eliminated. However,
these occurrences are rare and are typically caused by spe-
cific lighting conditions. To ensure the applicability of this
process to real images, inpainting is illustrated in Fig. 3. In
both scenarios, the markers where successfully removed.

Marker Augmentation

If we train on marker-based images, the neural network may
learn markers as important patterns to predict poses. The
markers are absent for pose estimation applications, lead-
ing to poor results. However, if these markers have random
positions on the object and their quantity varies, mitigat-
ing this feature by learning of markers might be possible.
To explore this hypothesis, we create a dataset in which
several markers (between 1 and 5) are sampled onto ran-
dom positions on the surface of the object (see Fig. 4). If
they overlap with each other or the object, we sample a dif-
ferent location. We call this process marker augmentation.
This approach is not feasible when real images are captured
because we cannot change marker positions for every im-
age without effort. Instead, synthetic images with randomly
placed markers can extend the real training set with its fixed
marker positions. To simulate this capturing scenario, we
split the dataset, where half of the training images have
fixed markers, and the other half has augmented markers.

3.3. Annotation Error

As mentioned in Sec. 2, the ground truth for the 6D
pose of objects is often estimated using manual annota-
tions. These annotations introduce an error in the dataset
with their imprecise poses. We estimate the magnitude of
these errors caused by the annotation process. To do that,
we manually label the object poses in our synthetic dataset,
where the precise ground truth is known. This allows the
calculation of the labeling error for the rotation and trans-
lation by comparing the manual pose with the exact pose.
We label the training images by using the annotation tool
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Figure 4. Examples of marker augmentation for the teabox. In
these images, between 1-5 markers with random positions are vis-
ible.

from [8], provided in the bop toolkit [15]. This tool uses
color and depth images to create a colored point cloud,
where the user estimates the 6D pose of the objects by plac-
ing their respective 3D models as close as possible to the
objects point cloud. The pose is then refined using ICP.

Usually, researchers annotating datasets try to minimize
the residual errors in the dataset by using sophisticated
recording strategies like robotic arms or multi-camera ap-
proaches. We choose to annotate object poses manually im-
age by image to provide an upper bound to the error inflicted
by human labeling. While annotation is performed more
carefully in existing datasets, they might contain depth sen-
sor errors mentioned in Sec. 2, which ultimately change the
annotated pose due to their influence on the point cloud used
for labeling. We do not take this error into account.

In total, 37 frames with multiple objects were annotated.
The resulting errors are shown in Tab. 1 for rotation ∆R and
translation ∆t errors. ∆t can be described using a normal
distribution with mean µ = 0.1 and variance σ = 2.2. The
rotation could not be fitted using the most common distri-
butions, which might be due to the small sample size.

To generate a perturbed dataset, we assume that ∆R can
also be modeled using a Gaussian distribution. While this
may not be entirely accurate, it suffices for estimating the
influence of annotation errors. In the perturbed dataset, the
color images remain the same, but annotations such as ob-
ject pose are altered.

3.4. Network and Training

We evaluate our datasets using the GDR-Net framework
by Wang et al. [32], which uses RGB images to estimate
poses. This framework unifies direct regression of the 6D
pose with geometry-based indirect methods and performs
well on common datasets [26]. During the training process,
we retain all parameters and augmentations as proposed by
the original authors. We train our small dataset, which con-
tains 20,000 images, with a batch size of 24 for 10 epochs.
For the larger YCBV dataset we use a batch size of 24 for
80 epochs. To exclude any differences in the recall due to
varying weight initialization, all networks are trained using
the same seed.

4. Evaluation

We evaluate our methods on two test sets, the teabox and
YCBV dataset. We assess the influence of markers and er-
rors from the ground truth using a synthetic test set of 1000
images for the teabox. Each scene is rendered from two
camera positions, resulting in 500 unique scenes.

We conduct tests on synthetic and real data to evaluate
the network trained on the subset of YCBV objects. The
synthetic set contains 1000 images, with each object ap-
pearing around 300 times. For real test images, we use those
images from the BOP challenge [15]. In total, we have 975
instances of objects.

Pose accuracy is evaluated using the ADD-S, ADD-(S),
and their respective area under the curve (AUC) metrics,
with a maximum threshold of 10 cm as described in [34].
The ADD metric measures the average distance of 3D
model points between the ground truth pose and the pre-
dicted pose. A pose is considered correct if the average
distance is smaller than 10% of its diameter. The ADD-S
metric averages the distance from the predicted pose to the
closest points of the ground truth. For symmetric objects,
the ADD-(S) metric utilizes the ADD-S metric; otherwise,
it uses the ADD metric.

∆t 0-2 mm 2-4 mm 4-6 mm 6+ mm

N 79 20 9 2

∆σ 0-2 ◦ 2-4 ◦ 4-6 ◦ 6+ ◦

N 76 12 14 10

Table 1. The manual annotations are compared with the exact 6D
ground truth. The error is shown as a distribution of translation
errors ∆t in intervals of 2 mm and rotation errors ∆R in intervals
of 2 ◦.
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Dataset AUC of AUC of ADD-(S)
ADD-S ADD-(S)

I w/o marker 97.1 90.0 84.8
II w marker 96.2 87.8 76.6
III inpainting 97.0 90.0 84.8
IV marker aug. 97.0 89.8 84.2
V aug. + marker 96.7 88.8 80.0

Table 2. Evaluation on synthetic test data for the teabox dataset.
We evaluate on test data without markers.

4.1. Marker-based Training Data

To accelerate training, we evaluate the four cases dis-
cussed in Sec. 3.2 using a teabox dataset of 20,000 images.
The most promising method among these cases will be sub-
sequently applied to the YCBV dataset.

Evaluation on the teabox dataset

We assess the predictions on the test set for the four speci-
fied methods mentioned in Sec. 3.2, and present the results
in Tab. 2.

The results are quite similar across all methods, with a
maximum deviation of 1 percent point observed in the AUC
of ADD-S. Hence, we choose to employ the ADD-(S) met-
ric for comparison, as it provides a clearer distinction in
recall differences for our case.

In terms of recall, the results of both inpainting III and
marker augmentation IV are comparable with the baseline
I, trained on markerless images. Inpainted images exhibit
some remaining artifacts and shadows compared to marker-
less images, which do not reduce performance. Given the
results, the marker augmentation method successfully pre-
vents the network from learning marker-specific patterns.
However, in a real capture scenario, markers cannot be ran-
domly changed between images, but rather are fixed in po-
sition. To simulate this, we use half of the training images
with fixed markers, and the other half with randomly placed
markers V. While the results are better than those of II,
the outcomes of I and III still yield superior performance.
Training on non-edited marker-based images II leads to a
performance reduction of 5.6 percent points compared to I.
This outcome is expected since the neural network learns
the markers as additional features for pose estimation. As
a sanity check, we included the evaluation using a test set
with markers in Tab. 3. Notably, the best overall result VII is
obtained when training and evaluating on marker-based im-
ages. This outcome aligns with expectations since the mark-
ers introduce distinct patterns that can be easily identified.
On the other hand, evaluation for a network trained with the
baseline dataset VI yields the second-worst results after II.
This implies that evaluating objects with small marker-sized

Dataset AUC of AUC of ADD-(S)
ADD-S ADD-(S)

VI w/o marker 96.4 88.3 77.7
VII w marker 97.5 91.0 87.1

Table 3. Evaluation on synthetic data for the teabox dataset. We
evaluate on images with markers.

Dataset AUC of AUC of ADD-(S)
ADD-S ADD-(S)

I w/o marker 93.6 79.0 45.8
III inpainting 93.2 79.1 47.5
VIII w/o finetuning 88.8 71.9 20.3

Table 4. Evaluation on real data for the teabox dataset. We fine-
tuned the baseline model trained on synthetic data w/o markers
with real training images and compare them to the synthetic case
without finetuning.

occlusions also reduces recall.
We further examine whether the findings from our exper-

iments apply to real training images, in addition to synthetic
data. Typically, real training images are used in conjunction
with a large set of synthetic images to enhance model gener-
alization. In this study, we fine-tune a model initially trained
on the synthetic markerless dataset with 200 real images by
using transfer learning. We train for six epochs and eval-
uate with the real markerless test set with 59 images. The
results are shown in Tab. 4. Using markerless real images
I or inpainted real images III results in a more than 25 per-
cent point improvement in the ADD-(S) metric compared
to the baseline model VIII, which was not fine-tuned. This
improvement demonstrates that our real training data has an
influence on the performance of the networks. This allows
the investigation of the influence of inpainted images in the
training set. The results for I and III are comparable, in-
dicating that inpainted real images do not reduce recall of
pose estimations.

Evaluation on the YCBV dataset

The effect of images with markers on pose prediction for
the YCBV dataset was evaluated using both synthetic data
(Tab. 5) and real test data (Tab. 6). We compared the base-
line model I with the model trained on inpainted images III,
which was the best model from the previous section and is
practical to use due to its automatic removal via inpainting.

The results exhibit some variation depending on the ob-
ject, but on average, both methods are comparable, with
an average recall difference of approximately 1% for all
metrics. So, on the synthetic test set, our marker removal
method yields comparable results to the baseline.
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I III

Object AUC of ADD-S AUC of ADD-S
ADD-S ADD-S

002 master chef can 81.1 79.9 80.6 77.3
004 sugar box 79.6 77.4 80.0 77.4
008 pudding box 79.2 75.8 80.0 76.2
025 mug 78.4 81.0 84.0 82.7
036 wood block∗ 81.4 76.1 81.8 73.9
Average 79.9 78.0 81.3 77.5

Table 5. Evaluation of method I (w/o marker) and III (inpainting)
on a synthetic test set. The ∗ denotes a symmetric object.

However, for the real test data, the results for object
025 mug and the symmetric 036 wood block are poor for
both methods. This discrepancy could be attributed to the
gap between synthetic and real data. Therefore, we ex-
clude these objects from further evaluations. Once again,
the results demonstrate that marker removal does not de-
crease recall. When comparing our results with those
reported by Wang et al. [32], we observe that our re-
sults for objects 002 master chef can, 004 sugar box, and
008 pudding box are of the same order of magnitude, de-
spite training being performed on a mixture of real and
synthetic data by Wang et al. This lends credibility to
our comparison between models I and III on real data, as
shown in Tab. 7. However, considering the issues with ob-
jects 025 mug and 036 wood block, it is important to exer-
cise caution when drawing conclusions from the BOP chal-
lenge’s test set.

To eliminate potential model-dependent biases from
GDR-Net, we verify our results on the YCBV dataset with
ZebraPose [24]. In ZebraPose we trained a separate net-
work for each object, limiting our dataset to approximately
10000 images per object. The results for networks trained
on markerless images I and inpainted images III are shown
in Tab. 8, evaluated on a synthetic and real test set. The av-
erage AUC of ADD-S is 0.6 percent points lower for III in
comparison to I on synthetic data but is 0.9 percent points
higher on real data. Overall, the ZebraPose results are con-
sistent with those obtained from GDR-Net.

4.2. Annotation Error

To evaluate the annotation error, we use the teabox
dataset and evaluate on synthetic data only, because here the
precise ground truth for the test set is known. We conduct
a parameter study to systematically investigate the impact
of labeling errors. As mentioned in Sec. 3.3, we describe
labeling errors using a Gaussian distribution with variance
σt and σR for the translation and rotation respectively. We
choose to set the mean to zero. For the parameter study we

I III

Object AUC of ADD-S AUC of ADD-S
ADD-S ADD-S

002 master chef can 92.1 79.7 94.3 86.7
004 sugar box 96.8 98.9 96.1 95.7
008 pudding box 89.1 76.0 89.1 78.7
025 mug 65.3 18.7 52.1 4.7
036 wood block∗ 17.7 0.0 4.3 0.0
Average 92.6 84.9 93.2 87.0

Table 6. Evaluation of method I (w/o marker) and III (in-
painting) on a real test set. The average includes only objects
{002,004,008}. The ∗ denotes a symmetric object.

GDR-Net [32] Ours

Pose Estimator 1 N I III

002 master chef can 96.6 96.3 92.1 94.3
004 sugar box 98.3 98.9 96.8 96.1
008 pudding box 94.8 64.6 89.1 89.1
025 mug 96.9 99.6 65.3 52.1
036 wood block∗ 77.3 82.5 17.7 4.3

Table 7. Comparison of our cases I and III with GDR-Net using
AUC of ADD-S on real test data. They trained either one pose
estimator for the whole dataset or one pose estimator per object.
Our uses one pose estimator for five objects. The ∗ denotes a sym-
metric object.

I III

Evaluation syn real syn real

002 master chef can 94.8 90.0 94.5 87.4
004 sugar box 94.1 88.6 93.0 88.6
008 pudding box 93.4 41.1 92.8 36.9
025 mug 93.7 73.3 93.8 61.5
036 wood block∗ 88.4 11.9 87.5 13.6
Average 92.9 60.9 92.3 61.8

Table 8. Comparison of our cases I and III with AUC of ADD-S
on synthetic and real test data using ZebraPose [24]. The ∗ denotes
a symmetric object.

decided on σR = {0, 2.5, 5} ◦ and σt = {0, 2, 4, 8}mm,
where values of σR = 5 ◦ and σt = 8mm are on the higher
end and should not occur in labeled data.

The results are depicted in Fig. 5 using the AUC of ADD-
(S) metric and in Fig. 6 for the ADD-(S) metric. On the x-
axis the variance of translation is shown and the three curves
represent the rotational error.

Without any rotational or translational errors, we achieve
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Figure 5. AUC of ADD-(S) dependent on σt for σR = 0 ◦ ( ),
σR = 2.5 ◦ ( ), and σR = 5.0 ◦ ( ). The horizontal black line
represents the result for marker-based training from method II.

the best results, which corresponds to case I from Sec. 4.1.
We can further see that a small error σt = 2mm does not
impact the results much. For translational errors above σt =
4mm, we can see a decrease of metrics. A rotational error
of σR = 2.5 ◦, on the other hand, decreases recall by 1.5-7
percent points, depending on the metric. Interestingly, in
the case of σt = 8mm and σR = 2.5 ◦ results are slightly
better compared to σt = 8mm and σR = 0 ◦

The horizontal line shows the corresponding result of the
worst marker-based method; case II. We can see, that label-
ing errors exceeding σR = 2.5 ◦ and σt = 2mm or σR = 0 ◦

and σt = 4mm will reduce the accuracy of pose prediction
to case II, the unedited images with markers. The results
with synthetic markers are better if training data is not cor-
rectly labeled.

Figure 6. ADD-(S) dependent on σt for σR = 0 ◦ ( ), σR =
2.5 ◦ ( ), and σR = 5.0 ◦ ( ). The horizontal black line repre-
sents the result for marker-based training from method II.

5. Conclusion

In order to achieve maximal accuracy of pose estimation,
it is important to acquire high-precision training sets w.r.t.
labeling accuracy. To investigate the magnitude of this in-
terdependence, we explored a novel approach using marker-
based optical tracking to generate training images with high
precision. We designed our experimental setup with great
care, using the same images to maintain consistency across
all conditions. This approach ensures that any observed dif-
ferences in prediction performance are likely attributable to
the variables we were manipulating, rather than extraneous
factors.

We investigated the effects of training images with and
without markers on the accuracy of pose estimation. We an-
alyzed three methods to handle images with markers during
training. Using images with unedited markers as training
data reduced the accuracy of predictions by 8 percent points
w.r.t. ADD-(S) compared to the baseline, where markerless
images were used for training. Our marker augmentation
method was able to reduce learning of marker-specific pat-
terns by randomly generating markers on the object. This
increased accuracy by 3 percent points w.r.t. ADD-(S) com-
pared to unedited images with markers. Our third method,
the removal of markers in images using inpainting, achieved
the best results. It has the same accuracy of 6D pose predic-
tion as a network trained on markerless images. Addition-
ally, we verified that our synthetic results are also valid for
real training images with markers.

Furthermore, we investigated the influence of inaccura-
cies of the 6D pose labeling on the accuracy of pose pre-
diction. Our findings show that, even for small labeling
errors, the precise ground truth of marker-based training
data results in better accuracy of pose predictions if in-
painting is used to remove the markers from the images.
Hence, marker-based training data is superior to a marker-
less dataset, if pose labeling is not done very carefully.

Our results show that, marker-based training data en-
ables the capturing of large quantities of highly precise
training data across different domains, while still yielding
very good prediction accuracies. This approach notably
benefits pose estimation applications that currently suffer
from a lack of labeled data. High precision ground truth
data obtained by marker-based methods lead to more ac-
curate 6D pose estimation. Future work should investi-
gate if 6D pose estimation is also more precise for real
marker-based training data or if influences such as impre-
cise marker-object registration changes pose estimation.
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