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Abstract

Adversarial patches undermine the reliability of optical
flow predictions when placed in arbitrary scene locations.
Therefore, they pose a realistic threat to real-world motion
detection and its downstream applications. Potential reme-
dies are defense strategies that detect and remove adver-
sarial patches, but their influence on the underlying motion
prediction has not been investigated. In this paper, we thor-
oughly examine the currently available detect-and-remove
defenses ILP and LGS for a wide selection of state-of-the-
art optical flow methods, and illuminate their side effects
on the quality and robustness of the final flow predictions.
In particular, we implement defense-aware attacks to inves-
tigate whether current defenses are able to withstand at-
tacks that take the defense mechanism into account. Our ex-
periments yield two surprising results: Detect-and-remove
defenses do not only lower the optical flow quality on be-
nign scenes, in doing so, they also harm the robustness
under patch attacks for all tested optical flow methods ex-
cept FlowNetC. As currently employed detect-and-remove
defenses fail to deliver the promised adversarial robust-
ness for optical flow, they evoke a false sense of security.
The code is available at https://github.com/cv-
stuttgart/DetectionDefenses.

1. Introduction
Adversarial attacks have an enormous potential to mis-

lead optical flow methods into predicting the wrong appar-
ent 2D motion from image sequences. Among them, adver-
sarial patches [35,46,49] are the most safety-critical as they
distort the optical flow predictions largely independent of
their location and orientation, cf . Fig. 1, and are printable
for effective physical-world attacks [35,48]. On top of that,
embedding the distorted optical flow into high-level recog-
nition methods, e.g. for flow-based action recognition [9,
16], often corrupts the downstream application [17, 50].

*Equal contribution.

Vanilla patch attack

Defense: None

Defense: LGS

Defense: ILP

Defense-aware patch attack

Defense: LGS

Defense: ILP

Figure 1. Standard patch attack [35] (vanilla) and defense-aware
attacks on FlowNetC’s [11] optical flow prediction. Left: Adver-
sarial patch. Middle: Attacked image with applied defense (LGS
or ILP, if any). Right: Optical flow. While both LGS and ILP
defenses can defend against the vanilla patch attack [2, 35] (top)
neither defense withstands defense-aware patch attacks (bottom).

To protect methods against the negative effects of adver-
sarial patches, a straightforward defense concept is to first
detect the patch and then render it harmless, e.g. by mask-
ing the former patch area [14, 30]. However, for classifi-
cation, it was soon discovered that early defenses do not
withstand attacks that take the defense mechanism into ac-
count [3,10]. Such broken defenses are useless for practical
applications because attackers aware of the method design
(including potential defense mechanisms) can easily over-
come them [3, 7, 45]. Among the broken defenses [10] for
patch attacks on classification is Local Gradient Smooth-
ing (LGS) [30], which also has been considered to defend
optical-flow based action recognition pipelines [2]. Because
LGS simply blackens the detected adversarial patch, In-
painting with Laplacian Prior (ILP) [2] was proposed. ILP
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inpaints the patch region using neighborhood information
to improve the classification accuracy for patch-attacked ac-
tion recognition pipelines. However, the evaluation of LGS
and ILP on the optical-flow component for action recog-
nition in [2] has two major problems: First, it is unclear
whether LGS or ILP withstand defense-aware attacks in the
context of optical flow – given the results for LGS in classi-
fication [10], this is unlikely. And second, an evaluation of
how these defenses affect the quality and robustness of op-
tical flow methods is missing, which significantly impacts
their practical applicability for all optical-flow-based prob-
lems. This work addresses both aspects by providing the
first comprehensive analysis of detection defenses against
patch attacks proposed in the context of optical flow.

Contributions. We make four contributions. (i) We de-
velop defense-aware patch attacks on the ILP and LGS de-
fense for optical flow estimation, by making the defenses
differentiable (replacing gradient-free operations) and by
avoiding patch detection by the defense (with tailored loss
terms). (ii) Moreover, we investigate the effectiveness of
ILP and LGS on a large set of optical flow methods. Sur-
prisingly, the defenses not only lower the quality of benign
(unattacked) predictions but also decrease the robustness
for standard (vanilla) and defense-aware attacks – leaving
no advantage of defended methods over undefended ones.
(iii) Then, we find these significant defense shortcomings to
be caused by the delocalized destruction of image informa-
tion for benign scenes, which currently prevents viable de-
tection defenses for optical flow estimation. (iv) Finally, we
formulate evaluation advice for defenses on pixel-wise pre-
diction tasks like optical flow, to help avoid common evalu-
ation mistakes in future defense proposals.

2. Related work
Adversarial (patch) attacks on optical flow. Optical flow
methods take a pair of input frames I1, I2 ∈ RM×N×3 to
predict the 2D vectors that describe the apparent motion, or
optical flow f ∈ RM×N×2 from I1 to I2. Adversarial at-
tacks then modify the input frames to corrupt the optical
flow prediction. The first adversarial attacks on optical flow
go back to Ranjan et al. [35] who considered patches [5].
Since then, patch attacks were extended to include trans-
parencies [46], simultaneously harm depth estimators [49]
or were used to attack flow-based action recognition [17].
Meanwhile, image-wide attacks on optical flow range from
global [1,39,40] over semantically constrained attacks [20]
to adversarial weather [37, 38]. Here, we investigate adver-
sarial patches for being a threat in the physical world.

Adversarial defenses and their evaluation. Adversar-
ial defense mechanisms are designed to protect methods
against the perturbing effects of adversarial attacks. Typ-
ical defense strategies are adversarial training as a form

of data augmentation [13, 21, 36, 42], upstream strategies
that filter perturbations from the inputs [14, 23, 30] and
certified defenses that come with robustness guarantees
[4, 10, 22, 33, 47]. However, many early defenses based on
filtering operations were found to be ineffective if the at-
tacker takes the defense mechanism into account [3, 7, 45].
Therefore, a defense’s effectiveness has to be shown under
defense-aware adversarial attacks to justify its merit. In the
process, one has to adequately (i.e. effectively) include the
defense into the defense-aware attack: Prior work [3, 45]
demonstrated in the context of classification that by neglect-
ing this fact, many defenses appear unjustifiedly strong de-
spite being evaluated with defense-aware attacks. Hence in
this work, following the evaluation guidelines from [3, 45],
we design the first defense-aware attacks on optical flow.

Defenses against adversarial patch attacks. Very few de-
fenses are specialized to optical flow [2,50]. Hence, we first
discuss general adversarial patch defenses related to classi-
fication. Certifiable defenses against patch attacks on clas-
sification are provably robust [10, 22, 47], but often lead to
smaller robustness improvements. Adversarial training [36]
and architectural modification [29] have been also shown to
improve the robustness against patch attacks. A last class
of patch defenses aims to detect the patch in order to re-
move it [14, 23, 26, 30]. Among them, digital watermarking
uses saliency maps [14], while Local Gradient Smoothing
(LGS) detects anomalies in the input gradients [30]. Both
use non-differentiable operations that hinder the backprop-
agation to train adversarial patches, but if these operations
are replaced by differentiable ones [3], both defenses are
ineffective against defense-aware attacks [10].

In the context of optical flow, LGS has been applied
to defend optical-flow-based action recognition [2]. An
optical-flow-specific improvement is Inpainting with Lapla-
cian Prior (ILP) [2], which yields visually pleasing de-
fended images. Also for action recognition, [50] proposed
an optical-flow defense based on self-supervised counter-
perturbations against noise-like perturbations. Since we fo-
cus on defenses against patch attacks for optical flow, this
leaves LGS and ILP as potential methods. However, for
such defenses, no analysis with defense-aware attacks has
been performed, and neither have optical flow methods been
considered independent of action recognition.

3. Defending optical flow with LGS and ILP
We begin by providing technical details for the LGS [30]

and ILP [2] defenses. Both defenses detect the adversarial
patch based on large image gradients and then replace these
regions to remove the adversarial patch.

Patch detection. To detect the patch, the image is split
into overlapping blocks B = K×K of size K and overlap
O. Then, a subset of blocks containing potential adversar-
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Defense: LGS

Attack: None Attack: Vanilla

Defense: ILP

Figure 2. ILP (top) and LGS (bottom) defenses on unattacked
(left) and attacked (right) images of the KITTI 2015 dataset [28].
Defenses degrade the visual quality, but LGS more than ILP.

ial modifications is selected. As adversarial patches often
have large color changes (cf . Fig. 1), the gradient magnitude
is accumulated for each block to identify blocks with the
largest gradients. The gradient magnitude computation dif-
fers for ILP and LGS: While LGS considers first derivatives
of the input image I ∈ RM×N×3, ILP uses second deriva-
tives, resulting in the gradient fields G ∈ RM×N :

GLGS = ||∇I||, (1)
GILP = ||∆I||. (2)

Normalizing gradients per image yields scale invariance:

Ḡi,j =
Gi,j −mini,j∈M×N Gi,j

maxi,j∈M×N Gi,j −mini,j∈M×N Gi,j
. (3)

Based on Ḡ, adversarially modified pixels are marked: Per
pixel (i, j), we denote all enclosing blocks by B(i,j), and let
these blocks vote whether the sum of their gradients exceeds
a threshold t ∈ [0, 1] (t is relative to the distribution of Ḡ).
If at least one block has large gradients, the respective pixel
is marked as adversarial in a binary mask M ∈ RM×N :

Mi,j =

{
1 if ∃ B∈B(i,j) :

∑
k,l∈B Ḡk,l > t,

0 else.
(4)

Through this procedure, a block with large gradients causes
all contained pixels to be marked as adversarial. To remove
incorrectly marked (non-adversarial) pixels, ILP performs
a reevaluation of candidates in M . After scaling with sILP,
their gradients must exceed a threshold tILP to yield ILP’s
final mask MILP, with ⊙ as pixel-wise multiplication:

MILP = M ⊙ tr(sILP · ḠILP > tILP). (5)

Patch removal. Next, the defenses replace these potentially
adversarial pixels from M for LGS and from MILP for ILP.
LGS reduces the gradients in the detected area, which re-
sults in the modified image

ILGS = (1− clip[0,1](bLGS · Ḡ⊙M))⊙ I, (6)

where bLGS is a smoothing parameter. If bLGS is large, this
darkens the selected adversarial pixels. ILP instead inpaints

the selected pixels with Telea’s algorithm [44] with radius
rTelea for more pleasing visual results. This smoothes colors
from the edges of the selected areas into their center:

IILP = Telea(MILP, I, rTalea), (7)

Fig. 1 and Fig. 2 show LGS- and ILP-defended images.
Our final hyperparameters for ILP and LGS are K = 16,
O=8, t=0.15, tILP =0.5, sILP =15, bLGS =15 and rTelea =
5; The supplement provides details on their selection.

4. Defense-aware patch attacks for optical flow
LGS and ILP defenses were only used to attack optical

flow predictions for action recognition in a black-box way
so far [2], meaning adversarial patches were trained without
knowledge about the defense. According to best-practice
for defense evaluation [3, 7, 45], the defended model must
be evaluated under defense-aware attacks to show that it in-
deed offers protection. In the following, we develop white
box patch attacks on the ILP and LGS defenses for opti-
cal flow. Our defense-aware attacks expand on Chiang et
al. [10] who successfully attacked LGS for classification,
but neither considered ILP nor the optical flow problem.

Gradient computations through the defense mechanism.
The defensive properties of LGS and ILP are based on
shattered gradients, i.e. the use of mathematical opera-
tions with nonexistent gradients that prevent adversarial op-
timization [3, 31]. To still optimize adversarial patches in
a defense-aware manner, the Backward Pass Differential
Approximation (BPDA) [3] replaces these operations with
differentiable approximations during backpropagation. The
forward pass is executed normally. Within LGS and ILP,
the problematic operations are the block-wise filtering steps
(LGS and ILP), thresholding (ILP) and clipping operations
(LGS), and the inpainting step (ILP). Below, we describe
how they are approximated to enable backpropagation.

In the block-wise filtering step for LGS and ILP, cf .
Eq. (4), the gradients do not exist for the conditional se-
lection. To bypass them with BPDA [3], the filtering is re-
placed with the differentiable identity function, resulting in
∇M = 1. The thresholding in ILP’s filtering has a simi-
lar problem, cf . Eq. (5), hence we also replace it with an
identity function in the backward pass. For the clipping
in LGS’s smoothing, cf . Eq. (6), the true gradient is one
when the argument is in [0, 1] and otherwise undefined. In
practice, we find this operation responsible for most gra-
dient shattering: Whenever the smoothing darkens values
below zero, the clipping then sets them to zero, losing the
gradient. Therefore, in the backpropagation, we approxi-
mate gradients with the identity if the value to clip is in
[0, 1] and with zero otherwise. As the ILP inpainting is very
time-consuming, cf . Eq. (7), we treat it as being gradient-
free. Similar to the clipping approximation, we bypass it
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with an identity operation for non-inpainted pixels and a
zero-gradient for inpainted ones. To overcome optimization
problems for zero-gradients in the clipping- and inpainting
approximations, we introduce additional loss terms to im-
prove the patch in areas with no gradient information.

Defense-aware loss functions. Optimizing defense-aware
adversarial patches requires a loss function that encourages
patches with a perturbing effect on the optical flow output.
As baseline loss that defines the overall goal for the patch
attack, we use the Average Cosine Similarity (ACS) which
was used to train adversarial patches on optical flow in [35].
It encourages adversarial patches to invert the original opti-
cal flow prediction f to yield the adversarial flow f̌ :

LACS(f, f̌) =
1

NM

∑
i,j∈M×N

⟨fi,j , f̌i,j⟩
∥fi,j∥2∥f̌i,j∥2

. (8)

Besides the ACS, another loss term is required to over-
come the zero-gradients of BPDA. While the differentiable
LGS and ILP approximations allow optimizing adversarial
patches, these patches may still be detected by the defenses
and hence be stopped from perturbing the flow. Therefore,
we use loss terms to penalize large gradient magnitudes
in the patches. To optimize defense-aware patches P , we
therefore penalize first-order gradients ∥∇P∥ for LGS and
second-order gradients ∥∆P∥ for ILP-awareness:

LLGS(f, f̌ , P ) = LACS(f, f̌) + α∥∇P∥, (9)

LILP(f, f̌ , P ) = LACS(f, f̌) + α∥∆P∥. (10)

The parameter α balances the loss terms and is set to
α = 1e−8. With small gradient magnitudes, the patches
are likely below the filtering threshold as it is relative to the
remaining image gradients. This way, they evade the de-
fenses and affect the optical flow output as in Fig. 1.

In the ACS implementation, we exclude the patch area
from the computation. This measures to which extent the
patch modifies the optical flow outside its direct area, i.e. it
assesses the de-localized impact per patch. This is because
one may take two points of view on the role of the patch: In
the first view, the patch is an image part, with a zero ground-
truth flow at the patch area. In the second view, the patch
is an attack part, and defenses should mitigate its effect and
restore the ground truth flow in its area. To refrain from
assuming a “correct” optical flow for the patch, we exclude
the patch region from our loss.

Defense-aware patch optimization. We test two differ-
ent methods for optimization: The Iterative Fast Gradient
Sign Method (I-FGSM) [21] and Stochastic Gradient De-
scent (SGD). To ensure a valid color range of the patch P
after optimization, we consider clipping the values to their
valid range in [0, 1] after each update [35] and a change of
variables (CoV) via tanh to optimize the values in [−∞,∞]
before transforming them back into the valid range [8, 39].

5. Metrics for defended quality and robustness
Including a defense to protect an existing method against

attacks effectively creates a new method that consists of the
original method plus defense D. Hence, we have to evaluate
the quality and robustness of this new method instead of the
original defense-free approach’s metrics [7, 45].

Quality. To evaluate the quality of defended optical flow
methods, one typically measures the average endpoint error
(EPE) between the ground-truth flow f∗ and the predicted
flow f , where low errors indicate high quality:

EPE(f∗, f) =
1

MN

∑
i∈M×N

∥f∗
i − fi∥2 . (11)

Robustness. To evaluate robustness, we use the methodol-
ogy from [39] and measure the distance between the benign
and the attacked flow prediction. This quantifies how much
an attack changes a method’s output and is motivated by the
Lipschitz continuity of functions. Due to the previously dis-
cussed two views on the adversarial patch, we evaluate the
EPE for all pixels outside P , quantifying the patch’s nega-
tive effect outside its immediate area. We denote the benign
flow prediction of a method defended with D as fD and its
prediction under attack by A as fA

D . Then, the robustness is

EPEP (fD, f
A
D ) =

1

MN−P

∑
i∈M×N\P

∥(fD)i−(fA
D )i∥2 (12)

with low values for robust methods, as attacked predictions
outside the patch should coincide with the unattacked ones.

Quality and robustness for pipelines. When a method is
defended with a defense D and attacked with an attack that
is defense-aware towards D, we call the setup a full pipeline
with defense D. Its quality is QD = EPE(f∗, fD) and the
resulting pipeline robustness is RD

D = EPEP (fD, f
D
D ).

6. Experiments
We now assess how defenses against patch attacks im-

pact the quality and robustness of optical flow methods. We
begin by evaluating the quality of defended methods and
then separately assess their robustness against patch attacks.
Afterward, we jointly analyze both, quality and robustness,
to find them being negatively impacted by defenses against
patch attacks. Finally, we explore the reasons for their poor
performance. All attacks and defenses are implemented
with PyTorch [32], and available at https://github.
com/cv-stuttgart/DetectionDefenses.

Optical flow methods and attack setups. As optical flow
methods, we select FlowNetC (FNC) [11], SpyNet [34]
and PWCNet (PWC) [41] as milestone architectures in
flow estimation, RAFT [43], GMA [18] and FlowFormer
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Figure 3. Overview of adversarial patches with size 100 for vanilla, ILP- and LGS-aware patch attacks against all tested networks.

(FF) [15] as current state-of-the-art, and FlowNetCRobust
(FNCR) [40] as it improves FlowNetC’s patch robustness.

We generate effective adversarial patches by optimiz-
ing learning rates, box constraints and optimizer choice
for each optical flow network. As optimizers, we con-
sider I-FGSM [21] and SGD, learning rates from 0.1-100
(optimizer-dependent), box constraints via change of vari-
ables (CoV) or clipping. Following the protocol for adver-
sarial patches from [35], we optimize patches of size 100
using KITTI Raw [12] and evaluate on KITTI train [28].
Evaluations using Sintel [6], Driving [25], HD1K [19] and
Spring [27] are shown in the supplement. For defense-
aware patches, we choose α = 1e−8 for the loss func-
tion in Eq. (9) and Eq. (10). Per flow method, we generate
vanilla adversarial patches (without defense awareness, as
in [35]) and defense-aware patches for LGS [30] or ILP [2].
We train 4 patches per parameter combination, and average
the evaluated metrics. Among the parameters, we select the
strongest adversarial configuration for the worst robustness.

The full evaluation of the best parameters per flow
method and defense strategy is in the supplement. Fig. 3
visualizes the most effective patches. Both defenses detect
high gradient magnitudes, causing smooth defense-aware
patches with small derivatives. Interestingly, defense-aware
patches for methods like RAFT, GMA or FlowFormer con-
tain high-frequent noise. This calls for detection rather than
evasion by ILP or LGS, which we explore in Sec. 6.4.

6.1. Quality of defended optical flow methods

To begin our investigation of defenses D, we assess the
quality of defended and undefended optical flow methods
on unattacked input frames. Tab. 1 lists the endpoint errors
EPE(f∗, fD) on KITTI train, where the ground truth flow is
available. Across all optical flow methods, we find the low-
est errors when no defense is applied; Both ILP and LGS

Table 1. Quality QD = EPE(f∗, fD) for optical flow pipelines
with defense D on the KITTI train dataset [28]; Best quality is
bold. All defenses lead to a worse quality on unattacked frames.

Defense FN
C

FN
CR

Sp
yN

et

PW
C

RA
FT

G
M

A

FF

None Q 15.42 11.10 24.03 13.26 0.63 0.61 0.62
LGS QLGS 16.70 13.13 25.15 14.61 1.42 1.55 1.42
ILP QILP 16.46 12.77 24.74 14.52 1.36 1.39 1.30

lead to larger errors. But for accurate methods, the errors
rise more than for less accurate ones, i.e. by 156% for GMA
and 4% for SpyNet, using LGS vs. no defense. On average,
ILP increases the error less than LGS, i.e. by 129% instead
of 156% for GMA, compared to no defense. ILP performs
better due to its more sophisticated image restoration, which
adds pixel-wise filtering with inpainting rather than smooth-
ing, cf . Fig. 2. In the figure, applying ILP and LGS to un-
attacked images visually degrades them, leading to worse
predicted flows. Overall, detect-and-remove defenses lower
the accuracy on unattacked frames, as they strongly affect
the image quality, which harms the flow quality.

6.2. Robustness under defense-aware patch attacks

To study the robustness of defended flow methods under
defense-aware attacks, we measure RA

D = EPEP (fD, f
A
D )

for all combinations of defenses D (None, LGS and ILP)
and attacks A (vanilla, LGS- and ILP-aware). Tab. 2 gives
the full results. In the analysis process, we (i) evaluate
whether defense-aware attacks bypass the defenses, and
then (ii) identify the most effective defense for each attack.

Most effective attack per defense. First, we evaluate if
our defense-aware attacks evade the defenses. In practice,
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Table 2. Robustness scores for all combinations of defended methods and defense-aware attacks on optical flow methods on KITTI
train [28]. For a given defense D and attack A, the robustness is defined as RA

D = EPEP (fD, f
A
D ). Per attack, the robustness values of the

best defense are bold. Per defense, the robustness values for the attack it is most vulnerable to are underlined. Full pipelines are highlighted
in gray, and provide the corresponding robustness values to the quality scores from Tab. 1.

Attack type Defense FNC FNCR SpyNet PWC RAFT GMA FF

Vanilla
None RVan 73.74 1.78 1.48 2.17 0.33 0.56 0.57
LGS RVan

LGS 3.75 2.97 3.97 3.34 1.45 1.31 1.30
ILP RVan

ILP 4.66 3.11 3.34 3.29 1.43 0.99 1.41

+LGS (LGS-aware)
None RLGS 50.46 0.46 1.40 2.10 0.25 0.27 0.44
LGS RLGS

LGS 23.36 3.27 4.05 4.13 1.46 1.60 1.67
ILP RLGS

ILP 23.04 4.21 3.32 3.35 1.48 1.54 1.80

+ILP (ILP-aware)
None RILP 56.56 1.02 1.45 2.16 0.20 0.26 0.45
LGS RILP

LGS 10.99 3.68 3.03 4.06 1.47 1.57 1.68
ILP RILP

ILP 55.26 3.25 3.36 4.25 1.49 1.51 1.81

this corresponds to choosing a defense to observe how the
defended model fares against different attacks. For a fixed
defense D in Tab. 2 we underline the worst robustness, i.e.
the most effective attack. Hence we compare RVan

D , RLGS
D

and RILP
D (e.g. the 2nd line in each block for D=LGS).

Without defenses every method is most vulnerable to-
wards the vanilla attack: RVan ≥ RLGS, RILP. This is plau-
sible, as LGS- and ILP-aware attacks impose additional
constraints on the patches, which impairs their effective-
ness for an undefended model. For defended models, the
corresponding defense-aware attacks are often most effec-
tive, e.g. RLGS

LGS is largest for the LGS-defended FlowNetC,
FlowNetCRobust, SpyNet and GMA. This confirms that our
adaptive attacks are truly defense-aware, as they are most
effective on the defended models, i.e. RD

D ≥ RD
A for the ma-

jority of models. Still, in some cases, an ILP-aware attack
performs better on an LGS-defended model and vice versa.
This indicates transferable patches for LGS and ILP, as
the differences are small in these cases, e.g. LGS-defended
RAFT scores RLGS

LGS = 1.46 and RLGS
ILP = 1.47.

Overall, our defense-aware attacks are most effective
w.r.t. the respective defended models, which validates their
design and implementation. Likewise, the defense-aware
attacks are less effective on other defenses, as inappropriate
constraints hinder the patch’s effectiveness. Nonetheless,
we find that LGS- and ILP-aware patches are transferable.

Most effective defense per attack. Next, we analyze the
most effective defense for a given attack; or in other words,
which defense withstands most attacks. Per fixed attack A
in Tab. 2, we boldface the best robustness per network,
comparing RA, RA

LGS and RA
ILP with differing defenses.

Focusing first on the vanilla attack (Tab. 2 block 1), the
undefended robustness RVan strongly differs. FlowNetC is
particularly vulnerable [2, 35, 39, 40] due to a limited field
of vision that was expanded in FlowNetCRobust [40] and
improved its robustness by 97%, making it comparable to

FlowNetC

f unattacked fVan
None vanilla-attacked

PWCNet

RAFT

FlowFormer

Figure 4. Optical flow estimations for selected methods on a
KITTI frame that is unattacked (left) and attacked with the vanilla
patch attack (right). Blue circles indicate the patch location. An
overview of all optical flow methods is in the supplement.

SpyNet or PWCNet. Most robust against vanilla patch
attacks are the state-of-the-art methods RAFT, GMA and
FlowFormer. Their robustness appears linked to their qual-
ity, as they detect the static patches in Fig. 4, correctly es-
timating the zero motion. This retains correct flow predic-
tions around the patch and results in low robustness scores.

For methods that are robust against vanilla attacks with-
out defense, i.e. all except FlowNetC, defending harms their
robustness scores: RA < RA

LGS, R
A
ILP, independent of the

attack A (vanilla, LGS- or ILP-aware). This renders the de-
fenses ineffective, as improving robustness against attacks
is their sole purpose. In contrast, defending FlowNetC im-
proves its robustness against vanilla attacks from 73.74 to
3.75 with LGS and 4.66 with ILP. For action recognition, a
similar improvement was seen with FlowNetC [2], but com-
pared to other methods, FlowNetC is not robust even when
defended and therefore should not be used.
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Figure 5. Quality vs. robustness of flow networks on KITTI train
in a double logarithmic plot. An ideal method would be in the
origin. Undefended networks are circles ⃝, networks defended
with LGS are triangles ▽ and networks defended with ILP are di-
amonds ♢. ILP and LGS deteriorate quality and robustness.

All in all, the reported robustness enhancement through
ILP and LGS in [2] can not be confirmed for our large test
body of optical flow methods. Instead, we find that LGS
and ILP defenses harm the robustness of competitive optical
flow methods for all tested patch attacks.

6.3. Quality and robustness for defended methods

After separately considering quality and robustness of
defended methods under adversarial patch attacks, we now
jointly analyze both aspects. Perfect defenses decrease the
vulnerability to adversarial attacks without negatively im-
pacting the quality. As models, we consider all tested flow
methods with no defense, LGS or ILP. Their quality is taken
from Tab. 1. Their corresponding pipeline robustness, i.e.
defended model’s robustness under the respective defense-
aware attacks, which is highlighted in gray in Tab. 2.

For all optical flow methods, Fig. 5 visualizes the qual-
ity-robustness pairs per defense, e.g. QLGS with RLGS

LGS. An
ideal method with low scores for quality and robustness
would be positioned at the origin. An improvement in ro-
bustness moves the defended point to the left, ideally with-
out decreasing quality. For all methods except FlowNetC,
the undefended standard model (⃝) is closest to the origin
and therefore offers the best robustness and the best quality,
without any trade-off. Using LGS (▽) or ILP (♢) defenses
worsen both metrics to a similar extent. The only outlier
is FlowNetC, where both defenses improve the robustness
while keeping the quality nearly constant, with larger im-
provements for LGS than for ILP. Overall, our investiga-
tion shows that almost all optical flow methods are harmed
by the detect-and-remove defenses ILP and LGS, as they
worsen method quality and robustness alike.

Attack: None Defense: None f

Attack: None Defense: LGS fLGS

Attack: LGS Defense: LGS fLGS
LGS

Attack: Manual Defense: LGS fMan
LGS

Figure 6. Effect of the LGS defenses on KITTI [28] frames (left)
and the resulting optical flow prediction with RAFT [43] (right).
Black areas in the input frame are filtered by the LGS defense.
Blue circles mark the area of the adversarial patch, the red boxes
highlight an area with prominent differences in the flow predic-
tions. Note that the robustness calculation omits the blue circle.

6.4. Flaws explained: Manual patch attack

From Tab. 2 we saw significant robustness reductions
for high-quality methods like RAFT, GMA or FlowFormer
when defended with ILP or LGS. Yet, the reductions are
caused by high-frequent defense-aware patches, cf . Fig. 3,
which seems to contradict the optimization for smoothness
to evade detection by the ILP and LGS gradient filtering.

To understand this behavior, we compare the flows en-
tering into the robustness calculation – the unattacked flow
fD of the defended method and the flow fA

D after apply-
ing a defense-aware attack to the defended model. Fig. 6
shows RAFT’s original prediction (unattacked, no defense,
Row 1) together with flows for the LGS-defended version.
Comparing defended and undefended flows, e.g. the car in
the red box, the flow from the unattacked LGS-defended
RAFT (fLGS, Row 2) is very erroneous compared to the at-
tacked LGS-defended flow (fLGS

LGS , Row 3). In other words,
the gradient filtering of the defense destroys important vi-
sual information throughout the image, which yields low-
quality optical flow predictions in the absence of adversarial
attacks. If the alterations in an unattacked image are scat-
tered throughout its domain, a patch attack can maximize
flow changes by aggregating alterations in a single location,
i.e. the patch itself. Incidentally, this improves the optical
flow prediction in large areas (Rows 1, 3; Red box).

Therefore, we hypothesize that the bad robustness scores
of high-quality methods are driven by large distortions in
unattacked frames caused by the defense. To test this, we
design a manual patch (see Fig. 7) consisting of a checker-
board pattern to maximize first- and second derivatives.
With the manual patch, we then attack defended and un-
defended optical flow methods. Their robustness in Tab. 3
confirms our hypothesis. For undefended methods, the
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Vanilla LGS-aware Manual

Figure 7. Visual comparison of patches obtained for vanilla, LGS-
aware and manual patch attack on FlowFormer [15]. The manual
patch imitates high derivatives in the LGS-aware adversarial patch.

Table 3. Robustness RMan
D = EPEP (fD, f

Man
D ) against a manual

patch attack (Man) of optical flow methods with different defenses
D. The best robustness is bold.

Defense FN
C

FN
CR

Sp
yN

et

PW
C

RA
FT

G
M

A

FF

None RMan 1.19 0.51 1.15 0.90 0.19 0.25 0.44
LGS RMan

LGS 3.69 3.26 3.86 3.40 1.45 1.56 1.61
ILP RMan

ILP 3.84 3.35 3.18 3.49 1.53 1.57 1.86

patch hardly affects the optical flow prediction. For de-
fended methods, however, the robustness significantly de-
grades, even though the patch impacts the defense, not
the network. Also, we obtain similar results to those of
defense-aware attacks in Tab. 2, where robustness degrades
most significantly for accurate methods, e.g. RAFT, GMA
and FlowFormer. However, because FlowNetC’s robustness
EPEP (fD, f

A
D ) is driven by the attacked flow fA

D rather than
the unattacked fD, cf . Fig. 4, defenses can succeed as every
attacked-flow improvement directly serves the robustness.

In summary, the sub-par quality and robustness of de-
fended high-quality methods are a direct consequence of the
defense itself, which causes visual distortions in unattacked
frames. These distortions not only reduce the quality of be-
nign frames but also are the empirically-confirmed cause for
the low robustness scores of high-quality methods.

7. Discussion
We take a moment to condense the findings from ana-

lyzing defended optical flow methods into actionable eval-
uation advice, to encourage meaningful defense evaluations
in the future. While evaluation advice has been formulated
before and should be adhered [3,7,24,45], we refresh some
points, reinforce their importance and add discussions spe-
cific to pixel-wise prediction tasks like optical flow.

Quality changes with defense. Defending a method cre-
ates a modified method and thus modifies its quality char-
acteristics. Therefore, the quality of the defended method
QD should be explicitly reported. Particularly for pixel-
wise prediction tasks, subtle changes in the inputs can cause

significant output changes over large areas, making it indis-
pensable to reevaluate the defended quality.

Use defense-aware attacks. Every defense proposal must
be evaluated with a sufficiently strong adaptive attack [3,
7, 45] and report the pipeline robustness RD

D. Showing that
it withstands adversarial samples for the original method is
not enough. While many defense-circumvention strategies
for classification [45] may apply, individual tuning to pixel-
wise prediction is needed for strong adaptive attacks.

Components matter. Defenses for specific components of
complex methods should be evaluated on the specific part,
not only on the full method. E.g. when defending opti-
cal flow for action recognition [2, 50], defended quality QD
and defense-aware robustness RD

D should be reported for the
flow component. Otherwise, the defense effectiveness and
method sensitivity towards the component are entangled.

8. Limitations
This work solely focuses on detect-and-remove defenses

for optical flow estimation. Hence, it covers neither de-
fenses for problems unrelated to optical flow, nor optical
flow defenses against non-patch attacks (of which none
were published so far). Our findings that detection defenses
do not protect against patch attacks could transfer to future
defenses based on the gradient magnitude, as we found ILP-
aware patches to transfer to LGS-defended methods and
vice versa. Nonetheless, defending optical flow may be pos-
sible with more specialized techniques.

9. Conclusion
We investigated detect-and-remove defenses against ad-

versarial patch attacks on optical flow methods. To this end,
we designed defense-aware patches that avoid detection by
LGS and ILP defenses, allowing us to break both defenses
on a large variety of optical flow methods. On top of that,
we found that both defenses reduce the optical flow quality
and even failed to increase the robustness against standard
(i.e., not defense-aware) attacks. We could attribute this dis-
couraging performance to the severe image quality degra-
dation resulting from pixel replacements in the defenses.
As image quality is crucial for pixel-wise motion estima-
tion, this illustrates that defenses for classification methods,
like LGS, do not automatically protect optical flow. Con-
sequently, flow pipelines’ robustness and quality must be
thoroughly investigated for every defense, to promote trust
instead of making empty promises.
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