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Abstract

Fully-test-time adaptation (F-TTA) can mitigate perfor-
mance loss due to distribution shifts between train and test
data (1) without access to the training data, and (2) with-
out knowledge of the model training procedure. In on-
line F-TTA, a pre-trained model is adapted using a stream
of test samples by minimizing a self-supervised objective,
such as entropy minimization. However, models adapted
with online using entropy minimization, are unstable espe-
cially in single sample settings, leading to degenerate so-
lutions, and limiting the adoption of TTA inference strate-
gies. Prior works identify noisy, or unreliable, samples as
a cause of failure in online F-TTA. One solution is to ig-
nore these samples, which can lead to bias in the update
procedure, slow adaptation, and poor generalization. In
this work, we present a general framework for improving
robustness of F-TTA to these noisy samples, inspired by
self-paced learning and robust loss functions. Our pro-
posed approach, Robust Entropy Adaptive Loss Minimiza-
tion (REALM), achieves better adaptation accuracy than
previous approaches throughout the adaptation process on
corruptions of CIFAR-10 and ImageNet-1K, demonstrating
its effectiveness.

1. Introduction

Deep Neural Networks (DNNs) can achieve excellent
performance when evaluated on data from the same distri-
bution used to train the model. However, after model de-
ployment, natural variations, sensor degradation, or changes
in the environment can cause test samples to appear differ-
ent from the samples used to train the model. Such distri-
bution shifts, may significantly worsen performance [15].

Test-time adaptation (TTA) is a strategy used to counter
distribution shifts during online evaluation/model deploy-
ment. TTA updates the model parameters within the in-
ference procedure through self-supervision. In the Fully-
TTA (F-TTA) setting, the goal is to adapt an arbitrary pre-

trained model on test data without access to the original
training data (also called source-free), without supervision,
and without access to changing the way the model was
trained [44]. F-TTA is an important solution for tackling
source-free distribution shifts when: (1) models are de-
ployed and source data are not available, e.g., for privacy
concerns, (2) it may be prohibitively expensive to re-train
the models, and (3) data from the unseen distribution may
not be available immediately, and it is infeasible to wait for
enough data to annotate and train with supervision.

A common paradigm in F-TTA is training models to
minimize the entropy of the predictions [44], which is typ-
ically done in two ways: (1) episodic: where models are
updated and reset after each batch of samples, and (2) on-
line: where weights are not reset after each test sample al-
lowing for update accumulation [29]. While several papers
have examined F-TTA [11,13,20,22,37-40,44,49] for on-
line adaptation, many methods are sensitive to known is-
sues: (1) batch normalization running statistics updating on
small number of samples from the new distribution [39], (2)
noisy samples with high entropy leading to unstable model
updates [38, 39], and (3) hyper-parameter sensitivity caus-
ing models to shift too much from the source model [50].
Furthermore, online F-TTA has been shown to yield worse
performance as the amount of adaptation data increases,
and to be prone to over-fitting leading to degenerate solu-
tions [29,39]. Additionally, little is known about online F-
TTA performance in extreme scenarios with a limited num-
ber of adaptation steps, and limited amount of data per adap-
tation step (i.e., batch size of one for real-world inference
deployment!).

In this work, we examine the reliability of current ap-
proaches for online F-TTA with limited data and limited
adaptation step settings. It is important to have both of
these conditions, as restricting to only a limited number
of adaptions does not constrain optimization, providing the

'A natural example might be an individual taking picture(s) on their
phone on a rainy day. A phone app providing object recognition capabili-
ties would be expected to classify on the new distribution given only a few
samples, which are processed individually.
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Figure 1. Loss and predicted class labels for both TENT and MEMO on the CIFAR-10 test set under gaussian noise corruption at severity
5. Both adaptation strategies are applied to a ResNet-26 with group norm layers using standard hyperparameters from [44] and [49], but in
the online adaptation setting and a batch size of 1. (a), (c): Certain samples have high loss at th start of training. (b), (d): Model predicted

classes quickly become the same across all inputs.

stochastic differential equation (SDE) approximation of the
optimization is valid’> [32]. Equivalently, restricting to a
small number of samples per adaption step does not con-
strain the optimization, whereas restricting to a small num-
ber of total samples does.

Our main contributions are (1) We highlight that with
batch size of one?, online F-TTA can fail to adapt to the tar-
get distribution and instead quickly moves toward a degen-
erate solution (predicting the same label for all samples) due
to high loss sample. (2) We study procedures which perform
stable online F-TTA by skipping samples according to a re-
liability criteria [38,39], which identify that unreliable noisy
samples are a cause of unstable adaptation, and characterize
their objective as part of a broader objective relating to Self-
Paced Learning (SPL) [10,27]. (3) We propose a general
variant of the SPL framework for online TTA called Ro-
bust Entropy Adaptive Loss Minimization (REALM) that
updates using samples scaled by a robust loss function.

Empirically, REALM yields better performance at early
stages of adaptation (few adaptation steps/limited samples),
and leads to better performance over the full test set com-
pared to related entropy minimization methods.

2. Reliable Test Time Adaptation

In this section, we give a brief overview of test time
adaptation, show that strategies based on entropy minimiza-
tion fail to adapt to the distribution shift due to noisy sam-
ples, and define prior work that skip samples for stable TTA.

2.1. Overview of Test Time Adaptation

Let f(-;0) be a model trained on a training set Dy, =
{(z4,9:) ~ Puain};. The goal of TTA is to improve the

21t is likely that the SDE approximation holds in the TTA setting as TTA
is performed in the low-LR, small batch size regime, which corresponds to
low discretization [32].

3In this work, we refer to this setting as single sample TTA. While
we adapt using the entire evaluation set, seeing samples individually still
presents a challenge as the model update over a single sample can be very
noisy and unreliable.

performance of f(-;6) on the evaluation of a test distri-
bution Py, where Puan, # Piest, Without access to how
f(-;0) was trained, and without access t0 Dyyip. In prac-
tice when optimizing over the test set, we have access to the
batch of samples x without corresponding labels y, that is
Diest = {(z:)M, ~ Q}. In TTA, the model parameters 6

are adapted by batchwise minimizing over the test data:

0" = m@in LssL(0; Diest) s (0

where Lgg| is some self-supervised objective, such as min-
imizing entropy [44], or marginal entropy [49]. The goal of
TTA is to adapt the model by optimizing the above objec-
tive in an online inference setting, where batches of data are
streamed to the model, and predictions are made on-the-fly.
This setting is challenging, especially when the amount of
data at each step is limited. The model is expected to per-
form well immediately in the adaptation phase, yet adaption
might involve only a small number of updates to keep infer-
ence time efficient, and data might not be stored (e.g., for
sensitive data with privacy considerations, or limited stor-
age devices). Note that in the online setting no termination
is necessary, however in episodic settings, the model can be
reset after new or no data appears.

2.2. Limitations of Test Time Adaptation

In online adaptation scenarios with limited batch sizes,
we observe that a model may quickly overfit to the self-
supervised objective Lggs, also known as entropy collapse,
resulting in performance degradation as the model maxi-
mizes its confidence by predicting the same class label. Fig-
ure 1 illustrates this effect with two baseline TTA strategies:
TENT [44] and MEMO [49], which minimizes entropy ir-
respective of the sample. When using each test sample to
adapt the model, some samples seen early in adaptation
have high loss (Fig. 1), and when these samples are used
to adapt the model, the model learns to always predict the
same class label. Concurrent work, SAR, identified a simi-
lar phenomena with batched TENT through comparison of
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Figure 2. An overview of REALM and similar methods. For TTA, the model f(-;#) training procedure stays fixed, while inference
changes. (a) TENT proposes batch-wise entropy minimization of all samples, while EATA minimizes the entropy of only samples with
low entropy according to the weight w = S(z). We formalize optimization procedure of EATA as (b) an instance of Self-Paced Learning.
Our algorithm REALM, minimizes (c) a robust loss function p of the entropy to stabilize online adaptation against outliers. We show that

our proposed robust loss function generalizes (b).

the entropy and gradient norms on ImageNet with gaussian
noise corruption at severity 5 [38].

To mitigate entropy collapse, recent works propose re-
weighting the entropy objective with an indicator function
on the sample entropy that results in skipping updates for
high entropy (i.e., unreliable) samples [38,39]. The EATA
approach [38] introduces the objective:

Hbin S(x) L(0;x). (2)

The particular weight S(x) is written in two parts:

S(z) = Sen () - Sawv(), )
Sent(x) = m -1 {‘C < >‘}7 (4)

for some pre-defined threshold on the entropy, A. Such a
procedure has also been used for building robust optimizers
[41]. Sy is defined as:

Saiv = 1 {cos (f(z;0),mi—1) <d}, 5)

where m;_; is an Exponential Moving Average (EMA) of
the predictions from prior updates*.

However, as EATA is an online procedure, when sam-
ples are seen only once, some samples may never be used
to update the model, especially with a batch size of one,
which can lead to class-imbalance and potential bias in the
update procedure. Further, this process results in few up-
dates at the start of testing, which results in slow adapta-
tion to the shifted distribution, and a dependency on the
ordering of samples during adaptation. Concurrent to this
work, SAR [39] extends EATA by also modifying the op-
timization procedure with Sharpness Aware Minimization

“Note that Sgiy, is operationalized as a torch.where () and a stop
gradient is applied such that no update is done even though S is a function
of 6. Thus, we can simply think of S(x) as a function of the sample only.

(SAM) [12], which encourages the model to move towards
flat entropy. An overview of F-TTA approaches such as Tent
and EATA® are shown in Fig. 2. The primary differenec
between our approach REALM and prior works is that we
modify the entropy minimization objective using a robust
loss function p, a generalization of the weighting approach
in EATA, and Tent which induces entropy collapse.

3. Related Work

The goal of this work is to adapt a pre-trained model
trained on (source) data using only unlabeled data from a
new (target) distribution at test time. In the online setting,
the data are assumed to arrive in a streaming fashion, and
can be used only once to update the model. This is in
contrast to similar fields, such as domain adaptation [26],
which trains a model with data from the training distri-
bution (source) and unlabeled data from the test distribu-
tion (target), and domain generalization [51], which trains
a model on multiple domains to generalize to new domains
at test time. Although there are source-free methods within
the domain adaptation literature [28, 30, 34], methods that
modify the training procedure for better TTA such as Test-
time training [9, 36, 43], and methods that carry an addi-
tional model, such as a diffusion model trained on source
data [13], they assume access to a large amount of data
from the source or target distribution for potentially mul-
tiple epochs of training, and are outside the scope of this
work. For our work, we focus on online TTA methods that
minimize an entropy-based objective.

One of the earliest works in TTA investigates adaptation
of a speaker-independent acoustic model to new speakers at

SWe refer to the online F-TTA setting in this work as just TTA as all
comparisons made all primarily operate under the online Fully TTA set-
ting. We specify when comparing other methods and in the related work
when such methods operate under a different setting.
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test-time [46]. Numerous works have since proposed dif-
ferent approaches for TTA in vision [31, 36,40,43, 44,49],
and speech [23,35]. Recent TTA strategies primarily focus
on small updates to the model, typically only adapting the
normalization layers of the network (i.e. batch normaliza-
tion [19], group normalization [47], and layer normaliza-
tion [1]) as these layers have a small number of parameters
relative to the full network, and are impacted heavily by
covariate shifts [3,40]. AdaBN [3, 31] suggests updating
the statistics in BN layers according to the new distribu-
tion, and [40] suggests a rolling update of the normalzia-
tion layer statistics. Other approaches also use variants of
the batch (such as augmentations) to perform normalization
statistic updates [22]. Other methods update the parameters
(momentum and scale) of the normalziation layers includ-
ing [38,39,44]. Still, other methods selectively update parts
of the full network [29,39] or the entire network [49], how-
ever apriori it is hard to know what parts of the network
should be updated for an unknown distribution shift.

Many normalization layer update methods [3,31,38,44]
rely on a large batch of samples (more than 64) to perform
adaptation, and are thus unsuitable for online TTA, espe-
cially in the single instance, or few sample regime. A re-
cent investigation into online TTA, TENT [44], minimizes
the entropy of a given batch of data and continues on new
batches of data. TTT also maintains an online version, but
still presupposes training with a different objective [43].

Following on, numerous approaches have proposed un-
supervised entropy-based optimizations including [21] for
bayesian domain adaptation, MEMO and TTA-PR [11,49],
which optimize average or marginal entropy over mul-
tiple augmentations. Recent works additionally investi-
gate the instability of online TTA with entropy minimiza-
tion demonstrating catastrophic drop in performance in
instance-based online TTA, and poor performance from
adapting on unreliable samples. In particular, EATA [38]
suggests skipping updates on samples that have high en-
tropy, and SAR [39] concurrent to our work notes that up-
dating on these samples leads to overfitting the unsuper-
vised objective, resulting in a model which always predicts
the same class. The SAR procedure uses the same weight
objective as in EATA, but also uses the SAM optimizer [12].
Other works demonstrate that limiting the parts of the model
that are updated can lead to more stable online TTA [29]. In
this work, we critically examine these approaches for im-
proving stability in online TTA with entropy minimization,
highlighting their shortcomings and proposing an improved,
general framework encompassing these approaches.

Beyond entropy minimization, pseudo-label approaches
perform online TTA [6, 24], and many other attempts at
attaining stability from continual learning [7] including
anti-forgetting regularization, and consistency regulariza-
tion constrain the model parameters to be close to the source

model, thus improving stability [25,38,45]. However, these
approaches have a different goal aimed at reducing for-
getting source distribution, and not in directly stabilizing
and improving adaptation to a target domain via entropy
minimization objectives. Many approaches concurrent to
this work also rely on memory banks [48], storing origi-
nal model weights [45], or copies of the model [42]. For a
comprehensive survey on these approaches, and other TTA
approaches see [33].

4. Robust Entropy Adaptive Loss Minimiza-
tion (REALM)

4.1. Connecting EATA to Self-Paced Learning and
Robust Loss Functions

Consider the empirical risk minimization objective:

N
0" = argminE [Ls(0; )] = arg minZﬁS(Q;xi). (6)
9 0

i=1

Given the weight S, from (4), we rewrite the reweighted
objective (2) through a connection to the SPL literature
[10,27]. In SPL, the aim is to solve the joint optimization
problem in w and 6:

w*, 0" = aI’%}I;lin]E [w(z)L(0; x) + g(w; N)],
N (N
= argminZ[w(xi)E(ﬂ;xi) + glw(x;); V)],

w,l

where w(z;) € [0,1] is a weight for the loss controlling
the importance of the sample for learning, and g¢(-) is a
regularizer on w controlling the pace of learning.

A typical procedure for solving Eq. (7) is an alternating
iterative procedure, where one first solves for the optimal
weights w* holding 6 fixed, then the model parameters 6*
while holding w fixed. We write EATA [38] as a SPL ob-
jective by defining g(w; \) = —A||w||1, which yields the
min-min objective:

w*, 0" = argmin E [w(z)L(0; 2) — A||w(z)|1]. (8)
w,
For this choice of g, its closed form solution for w is Sen (),
and optimization of # is same procedure as (2) up to some
constants in ¢, which do not influence optimization [27].
We further note that for certain classes of regularizer,
the SPL optimization can be written in terms of a ro-
bust loss function p(z). That is, optimization of the form
ming Zf\il p(L(0;x;)) as is done in SPL with implicit®
regularization [10].

®Implicit means that one need not have a closed-form expression for g.
Nonetheless, our choice of p does have a closed form g.
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For hard-thresholding, the corresponding robust loss
function is the Talwar function [17], and for EATA, the cor-
responding “robust” loss function is

<A
PEATA (T3 ) = {I = 9

A otherwise,

where A is the loss threshold and is z-independent. In
summary, we have shown that EATA is optimization of a
weighted Talwar loss, or an SPL objective with an L1 norm
on the weights.

4.2. Robust Entropy Adaptive Loss Minimization

One may intuitively think the corresponding loss func-
tion and weighting function need to correspond to piecewise
penalization according to the relationship between the loss
threshold ), similar to a robust loss like the Huber loss [18].
However, there are many suitable “robust” loss functions
that are not piecewise, for example the Welsch loss func-
tion [8], which yields a similar tapering on the loss, and the
Cauchy loss function [5].

In this work, we suggest adaptation with a general robust
loss function which interpolates many robust loss functions
used in literature. To our knowledge this is the first instance
of such a function applied on the entropy objective, and for
TTA. The form for the adaptive loss function is written as:

a/2
pz; 0, A) = @.g. l( (z/N) +1) - 11 , (10)

la — 2|

for a € (0, 2], and has been adapted’ from [2] for entropy
minimization. Optimization of Eq. (10) also has the benefit
of parameterizing both the shape of the loss (in terms of «
and the threshold X in terms of the scale of the loss). Thus,
we suggest optimization of the general robust function of
the entropy for better TTA. This yields a far simpler pro-
cedure for stable TTA while still being robust to outliers.
Our optimization procedure, which we call Robust Entropy
Adaptive Loss Minimization (REALM), optimizes the ro-
bust function of the entropy while simultaneously learning
« (the shape of the loss), and threshold A (the scale of the
loss):

0, a", N\ = gnir}\ Saiv(x)p (L(O; )50, A) . (11)

Further note that, under the constraint that o € (0, 2], the ro-
bust minimization problem Eq. (11) satisfies the SPL frame-
work, and can be recast as the regularized problem

L(9)

m(}np(ﬁ(@);a,)\):rélin w— +g(w;a)|. (12)

TThe original definition of the robust loss function appearing in [2] re-
sults in a squared loss term as the original general robust loss is intended
for squared-error loss functions. Starting from that definition leads to a
squared entropy objective. More details are in Supplementary Material A.

Figure 3. Robust loss (left) and its derivative (right) for varying a
and fixed scale A = 1.

The regularizer g(w; ) can be defined explicitly, as fol-
lows:

R e S

glwia) = [w : (1 2) + S 1} GE)
This formula can be obtained by considering the derivatives
of Eq. (12) with respect to # and w, and by following similar
considerations as in [4]; we refer to supplementary material
A for the complete derivation.

The equivalence in Eq. (12) implies that REALM per-
forms TTA using a self-paced learning objective, and the
theoretical motivation underpinning REALM is the same as
that for EATA, but the regularizer chosen is less strict yield-
ing more gradient updates during optimization over EATA.

To highlight the advantage of our proposed approach, we
first note that pgara and £ are both extremes on the dis-
tribution of possible scaling functions p(-). In particular,
using the standard loss results in no penalization, whereas
PEATA 1S the most strict penalization resulting in no gra-
dient update when the loss is high. However, visualizing
p(z; a, A) in Fig. 3 for the squared loss, and a range of «
reveals many functions that still offer penalization of out-
liers without yielding zero gradient update on such outliers.
a € [0,0.5] yields solutions that have a small gradient up-
date for outlier samples, while behaving similar to the initial
loss for inliers.

5. Experiments

We show shortcomings of TTA with entropy minimiza-
tion, and demonstrate benefits of REALM over existing ap-
proaches with batch size of one. We answer the questions:
(1) Does a sample reliability criterion allow for sufficient
sample updates? (2) Does adapting on all samples irrespec-
tive of their reliability increase TTA performance? (3) How
robust is REALM to model architecture, data quantity, and
shift? Additional details are in Supplementary Material B,
and ablation studies are in Supplementary Material D.

5.1. Experimental Setup

Datasets and Models We experiment with CIFAR-10-C
and ImageNet-C benchmarks [15]. These datasets contain
corrupted versions of the CIFAR-10 test set and ImageNet
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Figure 4. (a), (c): Entropy values prior to adaptation for different CIFAR-10 and ImageNet. (b), (d): Number of updates over adaptation
for EATA. All results are using the Gaussian noise corruption at severity 5.

validation set according to four categories of corruptions
(noise, blur, weather, and digital), for a total of 15 differ-
ent corruptions. We use the ResNet-26 model with group
normalization following [43] for CIFAR experiments, and
a ResNet-50 with group normalization following [39] for
ImageNet.

Implementation Details For CIFAR experiments, we use
SGD with no momentum, and a batch size of one, unless
otherwise stated. For CIFAR-10 we set the learning rate to
0.005. The initial values are « = 0.15 and A = 0.1. For
ImageNet, we use SGD with momentum of 0.9, a learn-
ing rate of 0.00025, and batch size of one. The initial o
is the same, but A = 0.4 x log(c) where c is the number
of classes following [39]. The learning rate is scaled to ac-
count for small batch size following [39]. We also do not
update model parameters for the last block of the network
following [39]. For ImageNet, the loss starts large, and set-
ting C' = X offsets this impact on the gradient update. For
CIFAR-10, we set C' = 1. Additional hyperparameter and
algorithm details are outlined in Supplementary Material B.

5.2. Limiting Sample Updates and Adaptation Fre-
quency

This section investigates the update frequency, and en-
tropy of EATA, finding that EATA significantly limits the
number of model updates, and has inconsistent updates
across different loss distributions. For the gaussian noise
corruption at severity 5 (highest severity), we first plot the
entropy of all samples on both the CIFAR-10 and ImageNet
corrupted datasets in Fig. 4(a) and (c). We find that the loss
can be skewed in different ways, which can lead to differ-
ences in the update procedure. For the CIFAR-10 model,
the entropy is naturally low, with many samples below the
EATA threshold, and so are used to adapt the model. In
contrast, for ImageNet the losses are high initially, leading
to slow adaptation at the start of training as the loss for the
majority of samples is above the threshold. It is important
to note that depending on the order of the samples presented
during TTA, this can lead to all samples for a particular class
not being updated during adaption.

To further highlight the impact of entropy thresholding,

we plot the number of updates the model makes as a func-
tion of the number of samples the model has seen using the
EATA method for adaptation. A low number of samples
used implies that the model is not learning from the shifted
distribution, and performance will remain relatively similar
to the pre-adaptation. Results are provided in Fig. 4 (b) and
(d), and show that the number of updates is less than two-
thirds the number of samples for CIFAR-10. This ratio is
lower at the start of training where in the first 2000 sam-
ples, only about one-half of the samples are used to adapt
the model. This makes the EATA weighting unreliable for a
low number of adaptation steps. On ImageNet, the number
of samples updated drops to around 10,000 (only 20% of
the validation set).

5.3. Qualitative Results for Increasing Number of
Adaptation Samples

We illustrated in the previous experiments that adapta-
tion happens relatively slowly for EATA with only 20—50%
of the samples being used to update the model. We now
show this impacts the accuracy of online adaptation as each
method progresses through test samples in CIFAR-C, and
ImageNet-C in Fig. 5 for the gaussian noise and snow cor-
ruptions at severity 5.

We find that for CIFAR-10 gaussian noise, REALM
achieves higher accuracy consistently at the same number
of samples during adaptation by 2 — 4% indicating faster
adaptation. On ImageNet-C we note that performance is
also higher at the start and end of adaptation by 1%. For the
snow corruption, we note that performance increases con-
sistently throughout adaptation for REALM. On CIFAR-
10 REALM starts to outperform EATA at around 1K sam-
ples, and outperforms at around 25K samples on ImageNet
reaching a net gain of 1 — 2%.

5.4. Comparison with SOTA Entropy Minimization
Methods

Table 1 summarizes results comparing REALM with
many SOTA methods for online and episodic TTA for a
ResNet-26 with Group Normalization layers (GN) at sever-
ity 5. We find that on average, REALM performs the
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shuffling, and accuracy curves are averaged over 3 runs.

Noise Blur Weather Digital
Method Gauss. Shot Impul. | Defoc. Glass Motion Zoom | Snow Frost Fog Brit. | Contr. Elastic Pixel JPEG | Avg.
ResNet26 (GN) | 51.6 552 497 759 523 75.5 759 | 759 669 720 859 | 703 744 563 71.7 | 67.3
+ TTAug 56.6 604 57.1 71.7 55.3 73.7 73.7 786 715 767 879 | 67.1 78.3 56.8 783 | 69.6
+ MEMO 56.5  60.1 56.7 73.6 55.6 74.9 750 | 79.1 717 772 88.1 | 71.7 789 572 783 | 703
+ SFT 68.1 733 711 82.3 55.8 81.6 79.8 79.2 766 793 86.1 | 74.6 75.5 781 749 | 758
+ EATA 66.1 672 58.6 80.6 57.6 79.5 799 | 776 729 773 862 | 76.0 76.0 70.7 735 | 733
+SAR 536  59.1 499 79.8 53.0 78.3 792 | 771 705 761 862 | 745 75.7 60.5 726 | 69.7
+ REALM 722 746 645 84.5 62.3 82.6 83.1 796 777 81.0 87.1 | 82.0 76.9 780 758 | 77.5

Table 1. Accuracy across all corruptions in CIFAR10-C comparing REALM with prior SOTA methods. Results for REALM are averaged

over 3 runs.

best across all corruptions, outperforming EATA, SAR, and
Surgical Fine-Tuning (SFT), which trains specific convo-
lutioanl layers of a network, and uses test-time augmenta-
tions based on augmix to create an “artificial batch” fol-
lowing [49]. REALM consistently performs as the top
method across all corruptions except impulse noise, bright-
ness, elastic transform, and JPEG. For all corruptions, ex-
cept impulse noise, REALM is still the best performing
method among the online adaptation methods. For impulse
noise, REALM performs in the top two, performing a bit
worse than SFT. Results for MEMO, and TTAug are taken
from [49], and results for SFT on gaussian noise and im-
pulse noise corruptions are taken from [29] as we found that
training with the fixed Ir from our hyperparameters resulted
in the model predicting the same class on all inputs for a
small number of our runs®.

Table 2 summarizes comparison of REALM with SOTA
TTA methods for a ResNet-50 GN at severity 5. Results
are taken from [39], however we confirmed performance for
both EATA, and SAR. REALM performs the best on aver-
age across all corruptions, outperforming EATA, SAR, and
DDA (which uses a diffusion model trained on the same in-
distribution set). REALM is consistently a top two method
across all corruptions except for frost, contrast, and jpeg
compression. In these corruptions, REALM is competitive
with the top performing method.

8In SFT, the authors perform a large hyperparameter experiment over
Ir, weight decay, and steps. While our results are comparable to reported
results for our choice of parameters, some small differences may cause
instabilities we observed in our experiments.

5.5. Comparisons with Different Model Architec-
tures

We experiment with classifiers beyond the ResNet
models used in the previous section to evaluate whether
REALM’s improvements apply to arbitrary architectures.
Table 3 shows results for four different architectures on
the gaussian noise corruption at severity 5 in ImageNet-C.
Following [13], we select ResNet-50 GN, two transformer
architectures: VitBase-LN (vision transformer with layer
norm), Swin-tiny transformer, and a ConvNext-tiny net-
work as these are all state-of-the-art attentional and convo-
lutional architectures with roughly the same number of pa-
rameters. The Vitbase model is trained with a learning rate
of 0.001/64 following [39]. All other models are trained
with the same hyperparameters as the ResNet architecture.

For both convolutional networks, REALM performs the
best, while on the transformer models, REALM performs
slightly worse. Both EATA and SAR perform inconsistently
across the architectures with instances where they per-
form almost 10% worse than the best performing method.
Nonetheless, we believe that no method consistently outper-
forms across architectures, and investigating architectural
differences with TTA methods should be the subject of fu-
ture work.

5.6. Comparison with Few Adaptation Samples

We experiment with adaptation of the ResNet model
used in the previous section to evaluate whether REALM’s
improvements apply under limited sample settings. Table 4
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Noise Blur Weather Digital
Method Gauss. Shot Impul. | Defoc. Glass Motion Zoom | Snow Frost Fog Brit. | Contr. Elastic Pixel JPEG | Avg.
ResNet50 (GN) | 180 19.8 179 19.8 11.4 214 249 | 404 473 336 693 | 363 186 284 523 | 30.6
+ Tent 2.5 2.9 2.5 13.5 3.6 18.6 17.6 153 230 14 704 | 422 6.2 492 538 | 215
+ MEMO 185 205 184 17.1 12.6 21.8 269 | 404 470 344 695 | 365 19.2 321 533 | 312
+ DDA 424 433 423 16.6 19.6 21.9 260 | 357 40.1 137 612 | 252 375 466 541 | 35.1
+ EATA 248 283 257 18.1 17.3 28.5 293 | 445 443 416 709 | 44.6 27.0  46.8 55.7 | 365
+SAR 234 266 239 184 15.4 28.6 304 | 449 447 257 723 | 445 148 470 561 | 345
+ REALM 269 299 28.0 184 182 29.6 311 | 45.6 43.6 455 712 | 444 289 49.7 555 | 3718

Table 2. Accuracy across all corruptions in ImageNet-C comparing REALM with prior SOTA. Results are averaged over 3 runs.

Method | RNet-50 VIiT SWIN ConvNext | Avg.
EATA 24.8 314 385 48.5 35.8
SAR 233 41.0 313 51.4 36.8
REALM 26.1 36.4 360 54.8 38.3

Table 3. Accuracy over four different networks: ResNet-50 with
group normalization layers, ViT-base, Swin-tiny, and ConvNext-
tiny pretrained on ImageNet-1k. Comparisons are done on
Imagenet-C gaussian noise corruption with severity 5 and results
are averaged over 3 runs.

shows results for increasing total number of samples for
adaptation on the Gaussian noise corruption at severity 5
in ImageNet-C. To evaluate models adapted on a subset of
the data, we holdout the last 10k samples from the test set.
All models are trained with the same hyperparameters.

Method 1024 2048 4096 10k 20k
ResNet 177 177 177 177 177
+ EATA 182 183 19.0 214 246
+ SAR 178 179 180 192 214
+REALM | 181 18.6 195 21.6 252

Table 4. Results for increasing number of adaptation samples for
a ResNet-50 GN. Comparisons are done on Imagenet-C gaussian
noise corruption with severity 5 and results are averaged over 3
runs.

We find that REALM outperforms EATA starting from
2048 adaptation samples by around 0.5%, and outperforms
SAR at all number of adaptation samples. We also note that
accuracy increases consistently with increasing number of
adaptation samples indicating better domain generalization
capability with additional samples. Finally, we see that all
methods have the largest jump in improvement at 10K and
REALM reaches similar performance on the held-out set
after 20k adaptation steps that EATA and SAR reach adap-
tation on the full validation set.

5.7. Comparisons with Different Datasets

We further conduct experiments on additional ImageNet
distribution shift datasets: ImageNet-Renditions (R) [14]
and ImageNet-Adversarial (A) [16]. Differing from corrup-
tion robustness in ImageNet-C, ImageNet-R and ImageNet-

A contain real samples that are difficult for models trained
without domain generalization properties to classify. In par-
ticular, ImageNet-R contains renditions of a subset of the
classes in ImageNet including paintings, sculptures, em-
broidery, cartoons, origami, and toys. Imagenet-A contains
images collected from iNaturalist and Flickr that are incor-
rectly classified by a ResNet-50. Additional details about
the dataset are available in the supplementary material.

Method ImageNet-R  ImageNet-A
No Adapt 40.8 0.1
REALM 42.5 14.3

Table 5. Results for ResNet-50 GN evaluated on the ImageNet-R
and ImageNet-A datasets.

Results on these datasets for REALM are shown in Tab. 5
indicating REALM improves performance on both datasets
over no adaptation, and that REALM improves performance
on distribution shifts outside common corruptions.

6. Conclusion

This work illustrates the shortcomings of TTA in the on-
line single instance batch setting. We highlight that cur-
rent approaches aimed at stabilizing TTA by skipping un-
reliable samples with high entropy, result in no adaptation
on a large portion of the dataset. We then show equivalence
to SPL with a specific regularizer, and introduce REALM
our approach for stabilizing online TTA entropy minimiza-
tion approaches. REALM improves on prior approaches by
penalizing the update of all samples using a robust function
of the entropy rather than skipping the sample based on en-
tropy entirely. This yields improved results on corruptions
of CIFAR-10 and ImageNet. Additionally, REALM is sim-
ple to implement, requiring only modification of the loss
function, and is theoretically grounded within the frame-
work of self-paced learning. We believe this work is a step
towards creating more robust models through online TTA.
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