Assist Is Just as Important as the Goal: Image Resurfacing to Aid Model’s Robust Prediction
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Abstract

Adversarial patches threaten visual AI models in the real world. The number of patches in a patch attack is variable and determines the attack’s potency in a specific environment. Most existing defenses assume a single patch in the scene, and the multiple patch scenarios are shown to overcome them. This paper presents a model-agnostic defense against patch attacks based on total variation for image resurfacing (TVR). The TVR is an image-cleansing method that processes images to remove probable adversarial regions. TVR can be utilized solely or augmented with a defended model, providing multi-level security for robust prediction. TVR nullifies the influence of patches in a single image scan with no prior assumption on the number of patches in the scene. We validate TVR on the ImageNet-Patch benchmark dataset and with real-world physical objects, demonstrating its ability to mitigate patch attack.

1. Introduction

The vulnerabilities of CNNs against adversarial corruption are widely known [1]. Adversaries in the physical world can have a devastating impact, endangering human lives [2], [8], [27]. Physical corruption can be natural (like snow, dust, or blur) or artificially designed by malicious attackers (adversarial attacks). Natural noises are less threatening, and robustness against them is extensively explored [26], [32]. Brown et al.’s proposal of the adversarial patch [3] fueled the research on physical-world attacks. An adversarial patch is an overt, optimally formulated, and localized perturbation, printed as a poster in the scene [30], [38]. Although initial works only considered a single patch [14], [19], [18], multiple patches provide more freedom to the attacker to design a stronger adversary [31].

CNNs have made remarkable progress in making human-like predictions [22], [37], yet, their failure against adversarial patches concerns their real-world deployment. Hence, the focus has been on defending CNN models in recent years. A CNN model that is either trained to be robust [25], [21] or augmented with a defensive technique [20], [40], will be able to protect itself from adversaries. Most existing defenses require access to the CNN’s parameters directly or indirectly [38]. However, accessing model weights is sometimes infeasible due to privacy concerns and expensive model training limits the defense’s applicability.

A typical patch attack involves the manipulation of the scene rather than the model itself. Hence, is there a way to eradicate corruption at the root level by cleansing unwanted and suspicious patterns from the image? As the title suggests: “assist is just as important as the goal” we propose image resurfacing to assist the goal of the model’s robust prediction. This work acts as a first line of defense against adversarially patched images. It can be augmented with any CNN model effortlessly. The motivation is not to substitute the robust models but to implement multi-level security. Even in cases where designing robust models are complicated, this technique can even independently mitigate the influence of adversarial patches from the scene.

2. Related Work

Designing a defense for patch attacks is a location identification problem. The detected patch’s location can be masked or inpainted to mitigate the adversarial influence. Initial defenses primarily utilize a saliency map to locate adversarial patches and mask them [11], [7], [23]. The method is simple, but the performance depends on the quality of the saliency map. Generating a salience map also requires access to the model’s weights, which might be restricted sometimes. Moreover, detecting multi-patch attacks is a challenge due to multiple salient regions. The next set of defenses proposes a particular CNN architecture based on the small receptive field [39], [41]. A smaller field leads to the reduced global influence of a localized patch. The major drawback is the dependence on special robust architectures with relatively low clean accuracy.
There have been proposals of defenses based on adversarial training, but they are unscalable due to the nuance of the patch attack [25], [9]. The methodology of adversarial training against digital attacks like PGD and FGSM cannot directly translate to patch attacks. On the other hand, certified defense is ideal as it provides a confidence guarantee along with their defending properties [6], [16], [40]. However, such defenses come with an additional cost of computational complexity and are slower than their counterparts. Also, no existing defense could formulate guarantees when multiple patches are in the scene. Certain architectures show inherent robustness against adversarial patches [5], [28], [17], yet their performance evaluation against multi-patch attacks is still in progress. Overall, there has been considerable work on single patch-based defenses, and defending against multi-patch attacks has been challenging.

3. Our Contribution

In this work, we utilize a popular image processing technique called total variation (TV) [4], [29] to perform image resurfacing, and call it total-variation based image resurfacing (TVR). The steps involved in the TVR is shown in Figure 1. The resurfaced image is close to its original form such that even a normally trained model can perform robust prediction to some extent. The TV score has been previously utilized in adversarial defenses to understand pixel’s spatial complexity in an image [33], [10]. Figure 2 demonstrates how an adversarial image is processed and reconstructed to mitigate the adversarial patch under three instances.

The TVR is specifically designed to work against adversarial patches as it exploits the properties of patch attacks like localised and contiguous perturbation of pixels. But more importantly, the perturbation level of patch attacks are higher than that of digital adversarial attacks, which primarily inspires the development of TVR. The TVR only works on the image with no need of model or task information, which extends it’s applicability to numerous applications. The characteristics of TVR are summarised below:

- **Model Agnostic**: The performance of the TVR is independent of the CNN model architecture.
- **Patch Number Agnostic**: Can overcome multi-patch attack with no assumption on the number of patches.
- **Patch Location Agnostic**: The patches will be detected irrespective of their location in the scene.
- **Location detection**: TVR is capable of determining approximate location of patches in the scene.

4. TVR Formulation

This section discusses the formulation of total-variation based image resurfacing (TVR) method. The framework in Figure 1 illustrates image cleansing using TVR involving five broad steps as explained below:

**Channel-wise Blocks**: TVR calculates a channel-wise variation in pixel values, as an attack might not equally affect each channel. Averaging TV scores for three channels might lead to a loss of information. Hence, we perform a channel-wise inspection and later make image-level conclusions. The first step in TVR involves dividing the image into multiple equal-sized blocks as shown in Figure 1.

Converting an image into a block set is explained in Algorithm 1. The block set is a collection of equally sized blocks formed by dividing the image, as shown in Figure 1. We denote the block set as $B \in \mathbb{R}^{3 \times n \times k \times k}$, where $nk$ is the total number of blocks in the block-set, with each block being $k \times k$. The $B$ stores channel-wise information. The input to the Algorithm is the image $x$ and block-size $k$, and the output is the block-set $B$. 

---

**Figure 1.** Framework of the total-variation based outlier detection followed by GAN inpainting to carry out image resurfacing.
Block-wise Total variation: This step calculates the block-wise total variation (TV) score. The TV is a metric to determine the complexity of an image to its spatial variation in pixel values. TV score has been extensively used in various applications in image processing literature. The TV of an RGB image $x \in \mathbb{R}^{3 \times n \times n}$ is defined as follows:

$$TV(x) = \sum_{i,j \in N} ||x_i - x_j||_p$$ (1)

where $N$ is the pixel neighborhood. Typically, $N$ consists of the horizontally and vertically adjacent pixels, and $||.||_p$ is the $l_p$ norm to the power of $q$. This work utilizes $TV$ with $l_2$ norm and $q = 1$ (refer Line 3, Algorithm 2).

Figure 1 shows 3-D surface plots of the TV score over the image landscape (block set) for each channel. The neighborhood $\mathcal{N}$ corresponds to each block $b$ in the block set $B$. Hence, the number of data points forming the plot’s surface is the total number of blocks $nk$. The Q1 and Q3 is the first (25th percentile) and third quartile (75th percentile) of the TV distribution, respectively. Although outliers can be present on both ends of the spectrum, but the outliers on the higher end corresponds to the high total variation score which could have caused by patch attacks. Since the TV score will vary for each channel, so will the outliers. Hence, we calculate channel-wise outliers in this block (refer Lines (4-11), Algorithm 2).

Pixel Masking: The outliers from the previous step are used to mask the pixels of the blocks $b$ where the values are larger than the outlier, indicating the probability of patch presence. For pixels whose values are larger than the outlier, the corresponding mask set is created out of mask set similar to that of image’s block set. However, unlike the image, the mask is a binary tensor, where $m \in \{0, 1\}^{3 \times n \times n}$.

The pixel values of all blocks in the mask set are zero by default. The values are set to one for only those blocks in the mask set which correspond to the suspicious blocks (tagged by outlier detection) in the image’s block set (refer Lines (13-24), Algorithm 2). The algorithm of converting block set into an image and mask set into a mask is inverse of Algorithm 1 (IMAGE_TO_BLOCK), which we call BLOCK_TO_IMAGE = IMAGE_TO_BLOCK$^{-1}$. Specifically, the operands on Line 8, Algorithm 1 would interchange. The input to IMAGE_TO_BLOCK$^{-1}$ is the block set $B$ and output is the RGB image $x$.

**Algorithm 1: IMAGE_TO_BLOCK**

Input: Image $x \in \mathbb{R}^{3 \times n \times n}$, Block-size $k \times k$.

Output: Block-set $B \in \mathbb{R}^{3 \times n \times k \times k}$

1. $nk = (n \times n)/(k \times k)$ // total number of blocks in image
2. $B \in \mathbb{R}^{3 \times n \times k \times k}$ // block-set dimensions
3. $\text{row} = (n/k)$ // number of blocks in each row
4. for $c \leftarrow 0, 1, 2$ do
5.  | for $b \leftarrow 0$ to $nk$ do
6.  |  | for $i \leftarrow 0$ to $k$ do
7.  |  |  | for $j \leftarrow 0$ to $k$ do
8.  |  |  |  | $B[c][b][i][j] = x[c][\text{int}(b/\text{row}) \times k + i][\text{int}(b\%\text{row}) \times k + j]$\end
9.  |  | end
10. | end
11. | end
12. end

**Algorithm 2: TV-based Image Resurfacing (TVR)**

Input: Adversarial image $x^o$. Cropped image $x_c$. Generated image $x_g(x_c, x_e, x_g \in \mathbb{R}^{3 \times n \times n})$, Block-size $k \times k$, Mask set $M \in \mathbb{R}^{3 \times n \times k \times k}$.

Output: Reconstructed image $x_r \in \mathbb{R}^{3 \times n \times n}$

1. $nk = (n \times n)/(k \times k)$ // total number of blocks
2. $B = \text{IMAGE_TO_BLOCK}(x^o, k)$ // create block-set
3. $TV(x) = \sum_{i,j \in N} ||x_i - x_j||_2$ // TV loss function
4. for $c \leftarrow 0, 1, 2$ do
5.  | for $b \leftarrow 0$ to $nk$ do
6.  |  | $tv[c][b] = TV(B[c][b])$ // TV loss
7.  | end
8. $Q_1 = \mathcal{P}^{\text{th}}(tv[c], 0.25)$ // first quartile
9. $Q_3 = \mathcal{P}^{\text{th}}(tv[c], 0.75)$ // third quartile
10. $O[c] = Q_3 + 1.5 \times (Q_3 - Q_1)$ // outliers
11. for $c \leftarrow 0, 1, 2$ do
12.  | for $b \leftarrow 0$ to $nk$ do
13.  |  | if $O[c] > TV(B[c][b])$ then
14.  |  |  | $B[c][b] \leftarrow 0$
15.  |  |  | $M[c][b] \leftarrow 0$
16.  |  | else
17.  |  |  | $M[c][b] \leftarrow 0$
18.  |  | end
19.  | end
20. end
21. $x_e = \text{IMAGE_TO_BLOCK}^{-1}(B)$ // create image
22. $m = \text{IMAGE_TO_BLOCK}^{-1}(M)$ // create mask
23. $x_g = G(x_e)$ // generated image using GAN
24. $x_r = (1 - m) \odot x_e + m \odot x_g$ // final image
**Image Reconstruction:** This step concerns reconstructing or inpainting the cropped image $x_c$ using a generative adversarial network (GAN). From the previous step, we obtain a mask $m$ and a cropped image $x_c$. The cropped image has masked regions as pixel values are assigned zero for the suspicious blocks. Although the previous step is sufficient to mitigate the influence of the patch, we lose some information due to masking, which degrades the prediction accuracy. The image inpainting helps to reduce the gap between natural and adversarial accuracy.

A crucial component of this step is the quality of images produced by generator. The generator $G$ model is an autoencoder which tries to produce fake images to fool the discriminator $D$. The discriminator is basically a CNN model followed by a Sigmoid function that finally gives a single scalar as output, whether the input image is real or fake. The loss function of the generator $G$ consists of two parts:

**Reconstruction Loss:** The loss of recreating an image using generator $G$. It assists in capturing the structure and coherence of the missing region based on its context. The reconstruction loss is a $l_2$ loss, which reduces the mean pixel wise error leading to a blurry image. Hence, it is not sufficient to use reconstruction loss. The loss is defined as:

$$L_{\text{reconstruct}} = \mathbb{E}_{\hat{x} \sim P_c} \left[ \frac{1}{N} \sum_{i=1}^{N} \left\| G(\hat{x}^{(i)}) - \hat{x}^{(i)} \right\|^2 \right]$$  \hspace{1cm} (2)

where $\hat{x}$ is the image to be reconstructed ($x_c$ in Algorithm 2) and $P_c$ is the distribution of all $x_c$.

**Adversarial Loss:** With the reconstruction loss we have blurry image and adversarial loss adds some realism to offset the blur. The goal of a generator in a GAN is to produce realistic images to fool the discriminator. The adversarial loss measures the extent to which generator is able to mislead the discriminator. This loss is defined as:

$$L_{\text{adver}} = \max_{D} \mathbb{E}_{x \sim P_r} \left[ \log(D(x)) \right] + \mathbb{E}_{\hat{x} \sim P_c} \left[ \log(1 - D(G(\hat{x})) \right]$$  \hspace{1cm} (3)

where $x$ is the real/original image and $P_c$ is the distribution of real images. The adversarial loss is augmented with reconstruction loss for image inpainting. The augmentation is done using a hyper-parameter $\lambda$. Typically we use $\lambda_{\text{adver}} + \lambda_{\text{reconstruct}} = 1$. The adversarial network produces a realistic image. The total loss function is given:

$$L_{\text{total}} = \lambda_{\text{adver}} L_{\text{adver}} + \lambda_{\text{reconstruct}} L_{\text{reconstruct}}$$  \hspace{1cm} (4)

To summarise, the aim is to minimize the $L_{\text{total}}$. Hence, the min-max optimization as a part of $L_{\text{adver}}$ ensures that the generated images look similar to real ones, and minimization of $L_{\text{reconstruct}}$ assists generator in this process. The new image $x_{\text{new}}$ is reconstructed with the $x_c$ and $x_B$ using the formula $(1 - m) \odot x_c + m \odot x_B$ as stated in Line 26, Algorithm 2. The $\odot$ is a Hadamard operator representing element-wise multiplication between the tensor operands.

**5. Experiments and Results**

This section examines TVR’s defending ability over a set of experiments. We use two datasets, one is ImageNet-Patch benchmark dataset [24], which is a dataset made with 10 adversarially trained patches (Soap Dispenser (SD), Cornet (CN), Plate (P), Banana (B), Cup (C), Typewriter (TK), Electric Guitar (EG), Hair Spray (HS), Socks (S), Cellphone (CT)) over the ImageNet [15] dataset. The Image-Net Patch dataset only consists of single patches, and to evaluate our method against the most potent design of multi-patch attack [31] we use Imagenette dataset. The Imagenette is a 10 class subset of ImageNet with 10,000 images shared almost equally between 10 classes. The adversarial patch used with this dataset is self trained for the target class of ‘Golf Ball’.

**5.1. Experimental Setup**

The patches in the ImageNet-Patch dataset are trained with ensemble training on AlexNet [15], ResNet18 [12], and SqueezeNet [13]. On the other hand, VGG16 [34], GoogleNet [35] and Inception v3 [36] is used for black-box testing. All models are off-the-shelf from PyTorch’s
Torchvision library. For Imagenette, we used VGG16 and ResNet18 that are pre-trained from Torchvision and fine-tuned on Imagenette. The patches are trained in a white-box testing. All images are resized to 224 × 224 for consistency in the results. The patch size in the ImageNet-Patch dataset is approximately 5-6% of the image size. Imagenette’s patch size varies between 4%, 8%, and 12% of the image size. The self-trained single and multiple patches over Imagenette involved patch training over 8,000 images from the train set. The patches trained over Imagenette are less robust than those in the ImageNet-Patch benchmark. However, they are sufficient to validate the multi-patch attack results. Training patches for the Imagenette dataset is easier, as it is possible to attack with less potent adversarial patches due to the simplicity of the dataset.

The inpainting in TVR is done using a pre-trained generator. We use a rudimentary custom defined GAN architecture that is easy to train and just enough to demonstrate our framework. However, using a better and deeper generator will improve the inpainting process. The input and output of the generator have exact dimensions 3 × 224 × 224. With the mean-squared loss, we used PyTorch’s Adam optimizer with a learning rate of 0.002 over 300 epochs for generator training over a subset of the ImageNet train-set. For the TVR, the block size is chosen as 28 × 28, which we found is the most appropriate size for this dataset, as discussed in Section 5.4. Quantitative experiments were carried out on the single Nvidia RTX A6000, and the resources available with Google Colab were computationally sufficient for visualizations and plots.

5.2. Analysis of TVR Against Adversarial Patches

We primarily use three evaluation metrics: clean accuracy, adversarial accuracy and targeted success rate. We report all metrics for top-k $T_k$ scenario, which is determined by checking if the original class $y$ is within the k highest predicted class (based on CNN’s probabilistic output). In our experiments, since ImageNet-Patch dataset has 1000 classes, it is reasonable to calculate Top-1 and Top-3. However, for Imagenette, we limit ourselves to only Top-1 as it is just a 10 class subset.

**Performance on ImageNet-Patch Benchmark:** The performance of TVR is averaged over 10 adversarial patches and is shown in Table 1. The ‘Naive’ model refers to the one without any defensive properties. The ‘Target’ is the targeted success rate of the attack. We also report the average for the ensemble models separately to understand how TVR performs in a white-box setting separately. Since the patch is trained on models involved in the white-box ensemble set, the accuracy will be lower as the patch will be more effective. We observe a 42% increase in top-1, a 34% increase in top-3, and a 25% increase in top-10 overall adversarial accuracy with TVR.

<table>
<thead>
<tr>
<th>Model</th>
<th>Clean</th>
<th>Naive</th>
<th>Target</th>
<th>Clean</th>
<th>TVR</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>62.4</td>
<td>24.9</td>
<td>6.9</td>
<td>56.3</td>
<td>53.6</td>
</tr>
<tr>
<td>ResNet18</td>
<td>78.1</td>
<td>47.8</td>
<td>13.1</td>
<td>76.7</td>
<td>68.0</td>
</tr>
<tr>
<td>SqueezeNet</td>
<td>56.2</td>
<td>33.6</td>
<td>18.4</td>
<td>50.8</td>
<td>46.2</td>
</tr>
<tr>
<td>VGG16</td>
<td>74.7</td>
<td>53.8</td>
<td>7.6</td>
<td>74.2</td>
<td>71.3</td>
</tr>
<tr>
<td>GoogleNet</td>
<td>74.3</td>
<td>54.4</td>
<td>2.6</td>
<td>72.2</td>
<td>64.4</td>
</tr>
<tr>
<td>Inception v3</td>
<td>72.1</td>
<td>58.4</td>
<td>12.8</td>
<td>71.1</td>
<td>56.9</td>
</tr>
<tr>
<td>Ensemble</td>
<td>66.1</td>
<td>35.4</td>
<td>12.8</td>
<td>60.7</td>
<td>55.9</td>
</tr>
<tr>
<td>Overall</td>
<td>71.1</td>
<td>38.2</td>
<td>12.8</td>
<td>65.7</td>
<td>55.9</td>
</tr>
</tbody>
</table>

5.2.1. Performance against Multi-Patch attack on Imagenette: For analyzing TVR on Imagenette, we use ResNet18 and VGG16, as shown in Table 2. The patches for ResNet18 and VGG16 are trained individually using LaVAN [14] methodology and attacked in a white box setting. We use three scenarios with Imagenette: original image, image with single patch, and image with multi-patch. Moreover, we assume that a single patch of size $\delta$ is evaluated against the multi-patch attack (of $n$ patches) with the size of each patch being $(\delta/n)$ for fair comparison. In the scope of this experiment, we use four patches for the multi-patch attack.

Imagenette is a simple dataset, hence, ResNet18 and VGG16 could achieve 99% clean accuracy. For single patch attack, we see a drastic drop in adversarial accuracy of the Naive model from 4% to 8%, yet the TVR defended model is able to retain the accuracy. Even for a 12% patch, the TVR can mitigate the patch’s effect to a large extent. For the multi-patch, we notice that 4% perturbation level is capable of reducing the accuracy to 7%. For 8% and 12% patch size, the accuracy comes down to 0%. Among ResNet18 and VGG16, we notice that VGG16 performs better with TVR, with accuracy above 95% for all the perturbation levels and both attack types (except one - 12% Multi-Patch attack).
Comparison with state-of-art defenses against Multi-Patch attack on ImageNet-Patch Benchmark: In this study, we compare TVR against two model-agnostic defenses: Localized Gradient Smoothing (LGS) [23] and PatchCleanser (PC) [40] along with a Naive (undefended) model for reference. The results are shown in Table 3. As the defenses are model-agnostic, we evaluate them for the six CNNs similar to Table 1. We consider single and multiple patches (with one, two, three, and four patches) placed randomly over the scene. The size of each patch is around 5% of the image area. The analysis is carried out over 100 randomly sampled images from the test set.

As evident from Table 3, even though PC is a certified defense, it does fail for multi-patch attacks. The PC is inherently designed for single patches and can be scaled to two patches by increasing the search complexity. However, TVR detects single and multiple patches in one image scan. The performance of LGS was similar to TVR for a single patch attack. However, TVR has a superior performance when it comes to multiple adversarial patches.

For a two-patch attack (Multi-2), we observe that TVR outperforms LGS by 6% and PC by 28% on average across six models. Similarly, for a three-patch attack (Multi-3), the TVR outperforms LGS and PC by 12% and 31%, respectively. For four patches, we observe that all defended models have low accuracy because the scene occlusion is high and scene reconstruction is complex. But using advanced GAN for image inpainting can improve the performance of TVR substantially. However, TVR still outperforms LGS and PC in four patch attack scenarios, which proves TVR has the best patch mitigation technique overall.

To summarize, Table 1, 2 and 3 showcases the ability of TVR to achieve robustness against single and multi-patch attacks on ImageNet dataset. We also did not notice a substantial difference between the white and black box settings. The primary reason is that the TVR works on the total-variation of pixel values, which has no connection with whether the pixels are trained in a white or black box fashion. Moreover, the TVR also shows superior performance against LGS and PC for multiple adversarial patches.

Table 2. TVR’s performance against Multi and Single patch attack on Imagenette for perturbations of 12%, 8% and 4%, respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>Original Naive</th>
<th>Single Patch Naive</th>
<th>Multi Patch Naive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TVR</td>
<td>TVR</td>
<td>TVR</td>
</tr>
<tr>
<td>ResNet18</td>
<td>99.1 99.8</td>
<td>98.3 97.2</td>
<td>97.3 96.7</td>
</tr>
<tr>
<td>VGG16</td>
<td>99.1 99.8</td>
<td>98.3 97.2</td>
<td>97.3 96.7</td>
</tr>
<tr>
<td>Overall</td>
<td>99.4 99.8</td>
<td>98.3 97.2</td>
<td>97.3 96.7</td>
</tr>
</tbody>
</table>

Table 3. Comparison of existing defenses against TVR for single and multi-patch attack. The patch is of ‘banana’ class. The values are the number of correct classification out of 100 test samples.

<table>
<thead>
<tr>
<th>Defense Method</th>
<th>Clean</th>
<th>Single</th>
<th>Multi-2</th>
<th>Multi-3</th>
<th>Multi-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive</td>
<td>65</td>
<td>31</td>
<td>4</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>LGS [23]</td>
<td>61</td>
<td>56</td>
<td>41</td>
<td>18</td>
<td>17</td>
</tr>
<tr>
<td>PatchCleanser [40]</td>
<td>56</td>
<td>53</td>
<td>30</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>TVR (ours)</td>
<td>56</td>
<td>56</td>
<td>40</td>
<td>27</td>
<td>20</td>
</tr>
</tbody>
</table>

5.3. Visualization of TVR’s Working

This section qualitatively analyzes how TVR works by visualizing 3-D surface plots as shown in Figure 3. Although, the TV scores and outliers are calculated channel-wise, for visualization purpose, the 3-D surface plots are made by averaging over three channels. The analysis involves testing the patch attack under three scenarios: a single patch attack, a multi-patch attack using two patches, and a multi-patch attack using four patches. For the first two scenarios, we use a patch with the target class of ‘Cornet’ from the ImageNet-Patch dataset. For the third scenario, we use a multi-patch trained with a ‘Golf Ball’ target class. The original image belongs to the class ‘Parachute’.

In the experiment, we visualize the TV score over the image landscape as a surface plot. Hence the x and y axis of the plot is the image’s length and width, which is 224 × 224. We display the TV score of each block against the z-axis. The surface plots consist of a continuous color scale from blue to red, with blue as the lowest score and red as the highest. Figure 3 shows the plots for four instances: original image, adversarial image, adversarial image with the outlier surface, and finally the reconstructed image.

In the surface plots, we can see red peaks in the region corresponding to patched areas in the original image. The light gray translucent surface represents the outlier of the TV score for each example. The regions in the surface that are higher than the outlier surface are masked or cropped.
to zero, which is later reconstructed using a generator. We demonstrate that the TVR defends against multi-patch attacks in the same way it deals with single-patch attacks. The surface plot of a single patch-reconstructed image has the highest similarities with the original one. Inpainting a cropped image formed post the mitigation of a multi-patch attack is relatively complex. But, we used a simple inpainting generator, and using a better generator will increase the similarity between the original image and the image recovered after a multi-patch attack.

### 5.4. Influence of TVR’s Block Size on Accuracy

The block size is the most critical hyper-parameter affecting the performance of TVR. The outlier in TVR can vary drastically depending on the block size, affecting its defending capability. An appropriate block size depends on the size of the adversarial patch in the scene. The design of most defenses against adversarial attacks requires a conservative estimation of the attack’s potency, and TVR is no exception. The attack’s potency in the case of digital adversarial attacks like PGD and FGSM is referred to in terms of the noise magnitude. Whereas for patch attacks, patch size proportionally determines the strength of the attack.

In this experiment, we vary the block size from $7 \times 7$ to $112 \times 112$ by doubling the side length in each step. We evaluate the accuracy of all six models stated in Section 5.1 against the ‘Cornet’ adversarial patch (randomly chosen). Figures. As evident from Figure 4, block:7×7 has higher adversarial accuracy than the naive model, but the natural accuracy decreases considerably. Smaller-sized blocks seem to have a higher tendency for false positives for detecting patches, eventually masking some of the clean regions, which considerably lowers natural accuracy.

Block:14×14 and block:28×28 have the best performance as they lower the natural accuracy marginally but improve the adversarial accuracy to a large extent. On the other hand, block:112×112 have lower robustness because calculating the total variation score over large regions lowers the chance of detecting patch as outliers. Since top-1 and top-3 adversarial accuracy peaks at block:28×28, which we finally decided as our block size. However, please note that the block size for the best performance will vary based on the conservative assumption of the patch’s size.

### 5.5. Influence of Image Inpainting on Accuracy

As discussed in Section 4, the total variation based outlier detection and masking leads to mitigation of the patch attack. Even though TVR nullifies the influence of the patch, we lose some information about the original image. The image inpainting helps to recreate close to an original image using a trained generator. This study evaluates the necessity of image inpainting. We test eleven scenarios (ten patch attacked, and one unattacked) on the ImageNet-Patch benchmark dataset and calculate adversarial accuracy based on images from the test set.
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Figure 3. Surface plot of the TV score over the image landscape. The overall size of the patch is between 6-8% of the image’s size.
We calculate the accuracy for three scenarios: naive model, TVR without image inpainting, and TVR with image inpainting. Figure 6 show top-3 accuracy highlighting that TVR with image inpainting outperforms the one without against all patches with an improvement of 16%. We also observe inpainting lowering the gap between natural (unattacked) and adversarial (patch attacked) accuracy.

6. Physical Demonstration of TVR

A patch attack is a physical world attack, which makes it crucial to test TVR with a real-world example. Validating defensive ability of TVR in the digital setup is insufficient, as the attack may lose potency during its translation from the digital to the physical environment. This study considers two object categories: Joystick and Sandal, as shown in Figure 5. These classes also belong to the ImageNet benchmark dataset. The objects are subjected to ten different patches from the ImageNet-Patch dataset. The patches are applied with random transformation and scaling in the range [0.7, 1]. The environmental factors like lighting, which may influence the prediction are maintained. This experiment follows the setup proposed in [24]. For this study, we did not perform image inpainting, as our goal is to demonstrate the TVR’s ability to mitigate the effect of the patch.

We use a ResNet18 model for the prediction in all test cases. The predicted class shows the top-1 class predicted by the model. We also mention if the predicted class is within the top-3 prediction. As seen in Figure 5, we only have 2 out of 10 correct top-3 predictions for the naive model, whereas the correct prediction rose to 9 out of 10 with TVR. The results show that predicting the adversarial Joystick example is easier. One possible reason might be that Backpack is much closer to Sandal in the feature space (because the straps of the sandals look like the straps of the Backpack). However, there is no such class for the Joystick, making its prediction relatively easier.

This study can be summarised as follows: First, the size of patches used to attack is larger than that of a digital scenario. It is necessary because the attack efficacy drops while translating the patch from a digital to a physical scenario. Second, the TVR does not have to mask the entire patch to mitigate its malicious influence on the prediction. Instead, it only masks regions with higher TV scores than the outlier of the whole image. Nevertheless, TVR is able to assist the model to make correct predictions in the physical setting.

7. Conclusion

This work proposes a total-variation-based image resurfacing technique to mitigate the threat from adversarial patches. TVR is a model and task-agnostic technique that only depends on the scene. We validate the performance of TVR in both digital and physical environments. The TVR can cleanse single or multiple patches in a single scan of the image. It ensures mitigation of the attack as long as the TV score of perturbations is larger than the outlier threshold. TVR is a first step towards dealing with arbitrary multiple localized perturbations in the scene.
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