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Abstract

Blurry appearance of fast moving objects in video frames was successfully used to reconstruct the object appearance and motion in both 2D and 3D domains. The proposed method addresses the novel, severely ill-posed, task of single-image fast moving object deblurring, shape, and trajectory recovery – previous approaches require at least three consecutive video frames. Given a single image, the method outputs the object 2D appearance and position in a series of sub-frames as if captured by a high-speed camera (i.e. temporal super-resolution). The proposed SI-DDPM-FMO method is trained end-to-end on a synthetic dataset with various moving objects, yet it generalizes well to real-world data from several publicly available datasets. SI-DDPM-FMO performs similarly to or better than recent multi-frame methods and a carefully designed baseline method.

1. Introduction

Deblurring of fast moving objects (FMO), i.e. objects that move over a distance larger than their size for the duration of camera exposure of a single image has recently gained significant attention [10, 11, 21–26]. Given an image of an FMO with its estimated background, the methods showed that the 2D and 3D appearance and trajectory reconstruction of FMOs is possible.

The FMO deblurring task is challenging: (i) the blurry appearance is ambiguous when the object has complex shape or texture, (ii) it is impossible to determine the direction of the FMO trajectory, and (iii) in many cases, the appearance of an FMO can hardly be distinguished from the background.

Classical deblurring methods that assume global blur effects such as defocus or camera-induced motion blur are not applicable to the problem of FMO 2D appearance and trajectory estimation [24]. Recently, [30] dealt with local blurring, but required two consecutive frames of a video as input, and together with [7] assumed only a small local blur.

All existing FMO methods alleviate the difficulty of the deblurring task by providing an estimation of the background, which greatly reduces the ambiguity of the foreground/background separation task. These methods [10, 22, 24] compute the background of the current frame as a median of the previous three or more frames, removing all FMOs. However, in many real-world cases, this is either infeasible, e.g., only a single input image is available, or unstable, e.g., the video is not static, and the background is changing. Thus, it greatly reduces their applicability.
We propose SI-DDPM-FMO – a method that solves this more general task with only a single RGB image as input (Fig. 1), in contrast to at least three consecutive frames of a static-background video, which is the limitation of previous approaches. If, for whatever reason, only a single image with a blurred object is available, we do not expect the same reconstruction quality as when several consecutive frames are available. We investigate the limits of the single-image approach. We adopt the denoising diffusion probabilistic model [27] conditioned on an image of an FMO to gradually denoise a white Gaussian noise tensor into a sequence of residual sub-frames, each accompanied by a corresponding alpha mask (Fig. 2). Adding residual sub-frames to the image conditional reconstructs the FMO’s appearance, thresholding the masks reveals its shape, and the mask’s center of mass estimates its trajectory. The network is trained end-to-end on a synthetic dataset with complex and highly textured objects, generated using a procedure described in [24].

To summarize our contributions, we:

1. introduce a novel problem of single-image FMO 2D appearance and trajectory recovery,
2. propose a novel approach setting a new state of the art in the single-image FMO 2D appearance and trajectory recovery problem,
3. show that a customized conditional denoising diffusion probabilistic model is successfully applied to the proposed problem.

The codes and models are publicly available at https://github.com/radimspetlik/SI-DDPM-FMO.

2. Related work

The task of FMO 2D appearance and trajectory recovery is vaguely related to the task of classical deblurring methods. However, in the following paragraphs, we refer mainly to the literature specific to FMO, because there are major differences between the two areas of research in: (i) the image formation model, and (ii) the task.

Classical deblurring methods Many methods for classic image deblurring have been proposed, e.g., [13]. However, as shown in [24], such methods fail on fast moving objects, and domain-specific methods are required. Similarly, existing methods for video extraction from a single blurred image [7,14,18,20,30,31] do not assume fast motion, or require additional inputs such as more than one input frame, e.g., [30], or explicit motion guidance, e.g., [31].

Image formation model Classical deblurring methods describe a single color image as

\[ I = H \ast B + N, \]  

assuming that the entire image \( B \) is convolved with a blur kernel \( H \), optionally with the addition of Gaussian noise \( N \) (cf. Eq. (2)). This definition is explicitly in, e.g., [30]. It is worth mentioning that in some recent works, more advanced models are used to better capture real-world blur, e.g., affine transformations [14], or neural networks [29]. Still, the blur is assumed to be present in the whole image, as in the case of blur induced by camera motion. The classical literature on deblurring also assumes a much lower level of blur than is commonly present in images of FMO.

Our method aims specifically to reconstruct the appearance and trajectory of an FMO defined in [23]. In the blurring and matting (blatting) equation [10,11], a 2D image of the fast moving object \( F \) is introduced as

\[ I = H \ast F + (1 - H \ast M)B, \]  

where \( I \) is a single color image, \( H \) is a blur kernel, \( M \) is the shape of the object (indicator function of \( F \)), and \( B \) is the background. We use the blatting equation (2) to clearly distinguish the task of FMO 2D trajectory and appearance recovery to the task of classical deblurring methods manifested in Eq. (1).

Task FMO methods belong to a group of temporal super-resolution methods. In temporal super-resolution methods, the appearance is reconstructed as \( \hat{K} \) images, each being exposed for \( \frac{1}{K} \) of the original exposure time, forming a temporally consistent sequence \( I_1, \ldots, I_K \) such that

\[ \frac{1}{K} (I_1^{-1} + \cdots + I_K^{-1}) = I^{-1} \]  

holds\(^1\), where \( I^{-1} \) is the image \( I \) in the linear image space as captured by a camera\(^2\).

The task of the classical deblurring methods is to reconstruct the sharp image. This formulation is adopted in [14], where the datasets designed to measure the performance of FMO methods [9, 10] are used to evaluate the classical deblurring task – the reconstruction of a single sharp image. The authors [14] specifically mention that “both [FMO] datasets [9, 10] do not have a sharp ground truth image.” There are no sharp ground truth images, i.e. images with no blur present, in the FMO benchmarks, because FMO methods perform temporal super-resolution (Eq. 3). Two recent deblurring works [7,30] also perform temporal super-resolution. In [30], two images are required as input, \( \hat{K} \) images, each being exposed for \( \frac{1}{K} \) of the original exposure time, forming a temporally consistent sequence \( I_1, \ldots, I_K \) such that

\[ \frac{1}{K} (I_1^{-1} + \cdots + I_K^{-1}) = I^{-1} \]  

holds\(^1\), where \( I^{-1} \) is the image \( I \) in the linear image space as captured by a camera\(^2\).

\(^1\)It should be noted that this image formation model does not take into account the gap between exposures of consecutive frames. When shutter is closed, some parts of object motion are not observed by a camera, which manifests in the exposure gap. Also note that in [31] the term “blur decomposition” is used to describe the same procedure.

\(^2\)This linear space is commonly unavailable due to a highly non-linear processing introduced by camera manufactures and is therefore only approximated by applying inverse gamma calibration to RGB images.
in both works only a small blur is assumed and neither of them provides a trajectory estimation. The 2D trajectory estimation provided by the FMO methods allows for tracking. We use the image formation model in Eq. (3) to construct our training and validation datasets.

The FMO research area is represented by a series of publications [9–11, 22–24]. In [23], detection and tracking of FMO was introduced. Their work is limited by the residual images form a series of sub-frames as if captured by a high-speed camera (i.e. temporal super-resolution). The trajectory of FMO is estimated as the center of mass of the alpha masks.

The SI-DDPM-FMO method. A white Gaussian noise tensor is gradually denoised with a DDPM [27] conditioned on a single image of a fast moving object (FMO), resulting in 24 residual images with alpha masks. When added to the image of an FMO, the residual images form a series of sub-frames as if captured by a high-speed camera (i.e. temporal super-resolution). The trajectory of FMO is estimated as the center of mass of the alpha masks.

In both works only a small blur is assumed and neither of them provides a trajectory estimation. The 2D trajectory estimation provided by the FMO methods allows for tracking. We use the image formation model in Eq. (3) to construct our training and validation datasets.

The FMO research area is represented by a series of publications [9–11, 22–24]. In [23], detection and tracking of FMO was introduced. Their work is limited by assuming that object F must: (i) not change its appearance within an image (no rotation or rotational symmetry), (ii) have a high contrast to the background and no contact with other objects, and (iii) travel in a 2D plane parallel to the camera plane. The limitations are partially lifted by a method called Tracking by Deblatting (TbD) introduced in [10], which solves a joint deblurring and matting problem. In [21], the TbD trajectories are improved with non-causal post-processing. A special case with a planar FMO was studied. In [32], improved motion blur prior to deblurring of FMO was introduced. Their work is limited by the TbD-3D [22] which assumes a piece-wise constant appearance is recovered by adding the residuals to the image conditioned, the shape is recovered by thresholding the masks, and the trajectory is estimated as the center of mass of the masks. Our method can produce arbitrary time interpolation, as it may be applied recursively.

Denoising Diffusion Probabilistic Model (DDPM) [27] defines a diffusion process that transforms a random white Gaussian noise tensor \( x_T \sim \mathcal{N}(0, 1) \) into a ground-truth residual image \( x_0 \) in \( T \) time steps and vice versa. Each step in the forward direction is given by

\[
q(x_t \mid x_{t-1}) = \mathcal{N}(x_t; \sqrt{1 - \beta_t}x_{t-1}, \beta_t I), \tag{6}
\]

where \( \beta_t \) is the variance of the Gaussian noise in the timestep \( t \). The sample \( x_t \) is obtained by adding i.i.d. Gaussian noise with variance \( \beta_t \) and scaling the previous sample \( x_{t-1} \) with \( \sqrt{1 - \beta_t} \) according to a variance schedule.

The DDPM, represented by a neural network with parameters \( \theta \), is trained to reverse the process in Eq. (6). Conditioned on \( x_c \) (which is \( I \) in Eq. (2)), the network predicts account for the potentially changing appearance of an object (cf. the blurring equation Eq. (2)). TbD-3D is highly dependent on initial trajectory estimation from external module. Moreover, TbD-3D only works with objects of trivial shape (e.g., a sphere) or appearance (e.g., uniform color).

In [24], the first learning-based method was presented for FMO deblurring, DeFMO. The generalized formation model

\[
I = \int_0^1 F_i \cdot M_i dt + (1 - \int_0^1 M_i dt) \cdot B, \tag{5}
\]

where the appearance of the object \( F_i \) and the alpha mask \( M_i \) is modeled by an encoder-decoder network, which generalizes to objects with a 2D appearance that can change arbitrarily along the trajectory.

The two recent papers [25, 26] explore the 3D reconstruction of FMOs. Unlike [25], the [26] method produces: (i) more complex trajectories, (ii) temporally consistent predictions, and (iii) more completely reconstructed 3D shape models.

All published FMO methods require an estimation of the background \( B \). We are the first to study the problem of the single-image FMO reconstruction.

3. Method

In the following paragraphs, we describe a novel single-image method for reconstruction of the 2D appearance and trajectory of fast moving objects (SI-DDPM-FMO).

Simply put, we adopted the generative model [27] conditioned on an image of an FMO to gradually denoise a white Gaussian noise tensor into a sequence of 24 residual sub-frames accompanied by alpha masks (Fig. 2). The appearance is recovered by adding the residuals to the image conditioned, the shape is recovered by thresholding the masks, and the trajectory is estimated as the center of mass of the masks. Our method can produce arbitrary time interpolation, as it may be applied recursively.
Figure 3. **Baseline – SI-DeFMO method.** A single image of a fast moving object (FMO) is fed to a background estimation network. The FMO image and estimated background, together with the time index \( t \in (0, 1) \), are passed to the DeFMO method [24]. The output is a deblurred object appearance with an alpha mask at time index \( t \).

The parameters \( \mu_\theta(x_t, t \mid x_c) \) and \( \Sigma_\theta(x_t, t \mid x_c) \) of a Gaussian distribution

\[
p_\theta(x_{t-1} \mid x_t, x_c) = \mathcal{N}(x_{t-1}; \mu_\theta(x_t, t \mid x_c), \Sigma_\theta(x_t, t \mid x_c)).
\]  

The learning objective \( L_{\text{vib}} \) for the model in Eq. (7) is derived from the variational lower bound and can be decomposed [17] as

\[
E_q \left[ L_T + \sum_{t \geq 1} L_{t-1} - L_0 \right]
\]  

where

\[
L_T = D_{\text{KL}}(q(x_T \mid x_0) \mid \mid p(x_T)),
\]
\[
L_{t-1} = D_{\text{KL}}(q(x_{t-1} \mid x_t, x_0) \mid \mid p_\theta(x_{t-1} \mid x_t, x_c)),
\]
\[
L_0 = \log p_\theta(x_0 \mid x_1, x_c).
\]

Note that \( L_T \) does not depend on \( \theta \), \( L_0 \) is calculated according to [17], and \( L_{t-1} \) is a KL divergence between two Gaussian distributions and can therefore be evaluated in closed form.

The predicted mean \( \mu_\theta(x_t, t \mid x_c) \) in Eq. (7) may be parametrized in many ways. In our training, we experimentally selected the parameterization in which the neural network predicts \( x_0 \). Accordingly, \( \mu_\theta \) is computed as

\[
\mu_\theta(x_t, t) = \frac{\sqrt{\alpha_{t-1}} \beta_{t} \hat{x}_0 + \sqrt{\alpha_{t}} (1 - \bar{\alpha}_{t-1}) x_t}{1 - \bar{\alpha}_{t}}.
\]

where \( \hat{x}_0 \) is the network prediction of \( x_0 \) parametrized by \( \theta \), \( \alpha_t = 1 - \beta_t \), and \( \bar{\alpha}_t = \prod_{s=0}^{t} \alpha_s \) is the total noise variance.

Following [6], we use a simplified training objective

\[
L_{\text{simple}} = E_{t,(x_0,x_c)} \left[ \| x_0 - \hat{x}_0 \|^2 \right].
\]

We learn the variance \( \Sigma_\theta(x_t, t \mid x_c) \) in Eq. (7) of the reverse process, as it reduces the number of sampling steps by an order of magnitude [17]. Using the independence property of the noise added at each step in Eq. (6), we rewrite Eq. (6) as

\[
q(x_t \mid x_0) = \mathcal{N}(x_t; \sqrt{\alpha_t} x_0, (1 - \bar{\alpha}_t)I)
\]

allowing efficient sampling of training data to train the reverse transition step in Eq. (7). During training, the time step \( t \) is selected with a loss-aware sampling procedure defined in [17].

We experimentally selected the number of denoising steps \( T=100 \). The input of the DDPM is a tuple of \( K=24 \) random white Gaussian tensors \( x_T = (x_T^0, \ldots, x_T^{K-1}) \in \mathbb{R} K \times (4, 256, 256) \) concatenated with a single RGB image of an FMO \( x_c \). The output \( x_0 = (\hat{x}_0, \bar{m}_0) \), where \( \hat{x}_0 = (\hat{x}_0^0, \ldots, \hat{x}_0^{K-1}) \in \mathbb{R} K \times (3, 256, 256) \) is trained to be a temporally consistent sequence of \( K \) sub-frame residuals with alpha masks \( \bar{m}_0 = (\bar{m}_0^0, \ldots, \bar{m}_0^{K-1}) \in \mathbb{R} K \times (1, 256, 256) \) such that

\[
\hat{x}_k = x_c + \bar{m}_0^k x_k^0
\]

is the final \( k \)-th sub-frame as if captured by a high-speed camera, where \( \bar{m}_0 = \frac{1}{K} \sum_{t=0}^{K-1} \bar{m}_0^t \).

Note that the network predicts alpha masks \( \bar{m}_0^k \) for each sub-frame \( k \), but the predicted \( x_k^0 \) is a residual for the whole area of the blurred FMO. The final loss is computed as

\[
L = \lambda L_{\text{vib}} + L_{\text{simple}},
\]

where \( \lambda = 0.001 \) in our experiments to make the \( L_{\text{simple}} \) main source of influence on \( \mu_\theta(x_t, t \mid x_c) \) and to keep \( L_{\text{vib}} \) guiding the training process of \( \Sigma_\theta(x_t, t \mid x_c) \).

**Baseline** method (Fig. 3), the single-image DeFMO (SI-DeFMO), is a modified version of DeFMO [24]. It was carefully designed to provide the most fair comparison possible with our approach. DeFMO is an encoder-decoder network that requires an image of an FMO and an estimation of a background. To provide the estimation, we experimented extensively with various architectures (Residual Networks [5], Fast Fourier Convolutions [28], Visual Transformers [4]). We searched exhaustively for both the architecture and the parameterization of the network. The best results for the background estimation were produced by a DDPM conditioned on an input image. The DDPM that performs background estimation in the baseline is conditioned on a single image of an FMO \( I \) in Eq. (2) and produces background estimation \( B \). The estimated background is fed to the DeFMO network together with \( I \). We discuss more about the training of the baseline method and our design choices in Sec. 5.

**Training settings** The neural networks were trained with the AdamW [16] optimizer with fixed learning rate \( 10^{-4} \).
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Figure 4. Trajectory estimation on sequences from the Falling Objects dataset [9] (right) and the TbD-3D dataset [22] (left). Best viewed zoomed in. Compare almost-static trajectory predictions (almost dots) of baseline with the proposed SI-DDPM-FMO.

The benchmark (see Sec. 4) requires the reconstructed sub-frame images to have a size of 320 × 240 px. We design the baseline method SI-DeFMO to work at the same resolution and resize the 256 × 256 px outputs of the SI-DDPM-FMO method to the requested resolution with bicubic interpolation. Both methods are implemented in PyTorch [19] and trained on a cluster of 12 to 48 NVIDIA V100 40GB GPUs.

4. Datasets

Fast moving object deblurring benchmark [24] (FMO benchmark) is a publicly available benchmark3 that consists of three real-world datasets and a Python code designated to easily test novel methods. The TbD dataset [10] is made up of 12 high-speed videos captured at 240 fps in raw format with full exposure (total 471 frames). Low-speed videos at 30 fps were created by temporal averaging. Sharp appearances, masks, and full trajectory are provided. The dataset contains only sport videos with mostly spherical objects with little change in appearance over time. 10 sequences (total 516 frames) of objects that significantly change their appearance within a low-speed video frame are recorded in the TbD-3D dataset [22], which addresses the mentioned shortcomings of the TbD dataset. The Falling Objects dataset [9] is the first to contain objects with non-trivial shapes, i.e. box, marker, pen, key, cell, eraser (6 sequences, total of 94 frames). Originally, only high-speed videos were available in the dataset. Later, the authors of the benchmark also added trajectories. Note that the FMO dataset [23] is not included in the benchmark, as it contains neither trajectories nor ground-truth appearances.

We created the synthetic training dataset following the procedure described in [24]. An object was rendered with 6D trajectory on a background frame using Blender Cycles [3] resulting in a set of sub-frame renderings. To generate the low-speed frame showing the blurred FMO, the image formation model in Eq. (5) is applied.

Objects are sampled from 3D models of the 50 largest classes of the ShapeNet [1] dataset, each class being represented uniformly. There are 1600 DTD [2] textures used in the training. Trajectories are sampled uniformly as in [24]. Backgrounds are sampled from the VOT [12] training sequences. In total, there are 50000 training images.

5. Experiments

The three datasets from the FMO Benchmark (Sec. 4) were used to evaluate SI-DDPM-FMO and compare it with the SI-DeFMO baseline method and the multi-frame methods. Similarly to [24], we use PSNR (peak signal-to-noise ratio), SSIM (structural similarity index measure), and TIoU (intersection over union averaged along the trajectory) [10] as evaluation metrics. We compare to all multi-frame, or background-requiring, FMO methods that reconstruct 2D appearance and trajectory, namely TbD [10], TbD-3D [22], and DeFMO [24]. We do not compare with recent 3D shape and motion reconstruction methods [25,26] since our method only produces a 2D appearance and position.

The number of sub-frames that our method produces is fixed to 24. Since the high-speed videos in the benchmark are available at 8 times higher frame rate than the low-speed videos, we average every three sub-frames produced by SI-DDPM-FMO to generate full exposure temporal super-resolution to match the high-speed frames. SI-DDPM-FMO performs temporal super-resolution from a single input image. Therefore, the direction of time is ambiguous. To account for that, we compute metrics for both directions and

3https://github.com/rozumden/fmo-deblurring-benchmark
Table 1. Evaluation on the Fast Moving Object Deblurring Benchmark [24]. Metrics: peak signal-to-noise ratio (PSNR), structural similarity index measure (SSIM), and intersection over union averaged along the trajectory (TJoU) [10]. The datasets are sorted by decreasing difficulty: Falling Objects [9] – arbitrarily shaped and textured, TbD-3D [22] – significantly textured but mostly spherical, TbD [10] – mostly spherical and uniformly colored objects. Runtime is the output capacity, i.e., how many images per second the method generates.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Typical Object</th>
<th>Score</th>
<th>Inputs</th>
<th>Background-Required Methods</th>
<th>Baseline</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Falling</td>
<td>TJoU ↑</td>
<td>-</td>
<td>-</td>
<td>0.545 0.545 0.703 ↑</td>
<td>1.056 3 0.563 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PSNR ↑</td>
<td>19.68</td>
<td>23.73</td>
<td>22.09 23.01 26.80 ↑</td>
<td>24.16 3 24.77 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SSIM ↑</td>
<td>0.459</td>
<td>0.593</td>
<td>0.617 0.695 2 0.752 ↑</td>
<td>0.632 3 0.645 3</td>
<td></td>
</tr>
<tr>
<td>TbD-3D</td>
<td>TJoU ↑</td>
<td>N/A</td>
<td>N/A</td>
<td>0.539 0.539 0.850 ↑</td>
<td>0.666 3 0.770 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SSIM ↑</td>
<td>0.425</td>
<td>0.640</td>
<td>0.483 0.621 0.699 ↑</td>
<td>0.599 3 0.653 2</td>
<td></td>
</tr>
<tr>
<td>TbD [10]</td>
<td>TJoU ↑</td>
<td>-</td>
<td>-</td>
<td>0.601 0.601 0.583 ↑</td>
<td>0.407 3 0.551 3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PSNR ↑</td>
<td>21.51</td>
<td>25.07</td>
<td>23.99 24.57 25.54 ↑</td>
<td>24.46 3 25.26 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SSIM ↑</td>
<td>0.467</td>
<td>0.569</td>
<td>0.612 0.678 0.599 ↑</td>
<td>0.547 3 0.587 3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Runtime (on 240 × 320)</td>
<td>-</td>
<td>-</td>
<td>0.01fps 0.001fps 20fps</td>
<td>4 fps 5 fps</td>
<td></td>
</tr>
</tbody>
</table>

Note that we follow the same evaluation methodology as [24]. We conduct the same quantitative examination and repeat selected qualitative experiments, because we want to make the comparison with the relevant area of research as easy and as fair as possible.

5.1. Baseline – SI-DeFMO

In this section, we describe the baseline method. For a fair and equitable comparison of the two closely related problems, we decided to modify the existing DeFMO [24] method. DeFMO requires as input a single image of an FMO and, in contrast to the proposed SI-DDPM-FMO (Fig. 2), an estimation of a background.

The easiest way to provide an estimate of a background from a single image of an FMO is to train a neural network to do so, which we did (Fig. 3). If we assume a simple FMO image formation model in Eq. (2), the task is a combination of reflection removal and inpainting.

We could not use a state-of-the-art inpainting method because the task of inpainting is to fill a specified part of an image with some visually plausible content. Inpainting assumes that there is no signal to be recovered. By definition, an FMO does not completely occlude a background – the signal of the background is attenuated. Therefore, we did not use inpainting, and instead we trained a designated network.

We also could not use a state-of-the-art reflection removal method – reflection removal methods assume that the reflection is uniformly blended with the background, forming an image akin to a double-exposure photo. However, the FMO is spatially localized in the image. Note that there exists a line of reflection removal research (e.g., [8]) where a non-uniform blend of the foreground and background layers is studied. Still, it is tailored to glass-reflection setting, does not assume appearance of fast moving objects, and cannot be used to estimate a background without an FMO.

Therefore, we searched exhaustively for the best architecture and configuration of the background-estimation network. The best results were achieved with a DDPM model similar to that used in our method. In our SI-DDPM-FMO method, the DDPM performs a temporal super-resolution. The task of DDPM in the baseline method is a simultaneous segmentation and removal of an FMO. The input of the baseline DDPM network is a single RGB image with an FMO, the output is the background estimation required by the DeFMO.

The baseline DDPM network was trained on a synthesized dataset of FMOs from the dataset described in Sec. 4 and backgrounds from the train2017 subset of MS-COCO [15]. The background-estimation network was trained with a simple $\ell_2$ loss.

5.2. FMO benchmark

We compared the proposed method against the multi-frame FMO methods, which require a background estimation, on the FMO benchmark (Sec. 4). The results are shown in Tab. 1. When available, we include metrics also for the input of the methods: a background estimation $B$ and an image of an FMO $I$. 
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Figure 6. **Temporal super-resolution, by a factor of 8, on selected sequences from test datasets.** The SI-DeFMO baseline method (Sec. 3) compared with the ground truth of high-speed footage (GT). Ground-truth masks were computed as a difference image between the GT sub-frames and the background. The proposed SI-DDPM-FMO and baseline method generates all outputs just from a single input image \( I \) on the left.

**Falling Objects dataset** [9] is a challenging dataset; for results, see the top block of Tab. 1. The proposed method outperforms two multi-frame methods and scores similarly as the baseline method. The clear winner in 2D appearance and trajectory estimation is the multi-frame approach [24].

**TbD-3D dataset** [22] results are shown in the middle block of Tab. 1. Here, DeFMO also performs the best in all metrics. However, this time the performance of the proposed method is much closer to that of the best method than in the Falling Objects dataset.

**TbD dataset** [10] is the most challenging dataset for learning-based methods. It consists mostly of spherical objects with a constant appearance. We find that the multi-frame DeFMO method performs in a way comparable to our single-frame SI-DDPM-FMO method. We believe that the results of the two methods are caused by specifics of the training dataset (Sec. 4) – mostly spherical objects with constant appearance are not included, and therefore we cannot expect the models to generalize well in this setting. Commonly, objects in the TbD dataset occupy only a few percent of an image. We believe that the performance of the proposed SI-DDPM-FMO would be improved by introducing the aforementioned spherical objects in our datasets. It is also worth noting that the TbDi(-3D) methods are designed to address specifics of the two respective datasets. Still, SI-DDPM-FMO gives similar or better results than these tailored methods.

**Discussion** Overall, the proposed method performs well. In most cases, it gives better results than the multi-frame TbD and TbD-3D methods in the FMO benchmark. The performance gap between the single-image and multi-frame methods shows the importance of having a good estimation of background. In multi-frame methods, the background is estimated as a median of three consecutive frames with the middle frame being an input to a method. The baseline method, which replaces the multi-frame median background estimation by a single-frame dedicated DDPM background estimation, produces worse results than our proposed method in all cases. Therefore, the proposed method sets a new state of the art in the novel task of single-image FMO 2D appearance and trajectory estimation.

We provide a qualitative study in Fig. 6. Alpha masks produced by our method greatly resemble the ground-truth masks.

To complete the image of the single-frame versus multi-frame FMO deblurring methods, we reconstruct the comparison presented in [24]. The results are in Fig. 7. Note that we did not cherry pick the results; we exactly re-produced the work of [24] and added the output of the baseline and proposed methods accordingly. In the SI-DDPM-FMO column, we find very clear masks and spatially precise 2D appearance reconstructions. Even compared to the best-in-benchmark, multi-frame DeFMO method, our reconstructions seem to have similar visual quality.

More examples and videos are available in the supplementary material.
5.3. Failure Cases

Single-image temporal super-resolution is a severely ill-posed problem (Sec. 1). Therefore, we did not expect to over-perform existing multi-frame methods. Our goal was to get as close to their performance as possible. Fig. 5 exemplifies three of the most common failure groups of our SI-DDPM-FMO method. We hypothesize that the failures could be solved, at least partially, by introducing more diverse training data, specifically images of backgrounds similar to those we see in the FMO benchmark.

Furthermore, the proposed SI-DDPM-FMO cannot recover FMOs that are similar in color to the background (see the marker cap in Fig. 7). The method is also not designed for transparent objects such as a bottle or glass.

6. Conclusions

We studied a novel, severely ill-posed, problem of single-image fast moving object 2D appearance and trajectory estimation. We proposed a method based on denoising diffusion probabilistic models, which performs better than a carefully designed baseline built on a recent state-of-the-art method. Experimental results show that the proposed method handles real-world fast moving objects with complex shapes and significant appearance changes well.
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