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Abstract

We present SPSRC, a novel, simple and effective frame-
work to extract enhanced Structured Pruning Saliency
scores by Reorganizing Convolution. We observe that per-
formance of pruning methods have gradually plateaued re-
cently and propose to make better use of the learned con-
volutional kernel weights simply after a few steps of trans-
formations. We firstly re-organize the convolutional oper-
ations between layers as matrix multiplications and then
use the singular values and the matrix norms of the trans-
formed matrices as saliency scores to decide what chan-
nels to prune or keep. We show both analytically and em-
pirically that the long-standing kernel-norm-based channel
importance measurement, like L1 magnitude, is not precise
enough possessing a very obvious weakness of lacking spa-
tial saliency but can be improved with SPSRC. We conduct
extensive experiments across different settings and config-
urations and compare with the counterparts without our
SPSRC along with other popular methods, observing ob-
vious improvements. Our code is available at: https:
//github.com/AlexSunNik/SPSRC/tree/main.

1. Introduction

Convolutional neural networks (CNNs) [31] have seen
great success in computer vision in the recent years, es-
pecially in fundamental vision tasks such as image clas-
sification [6, 30], object detection [18, 40] and segmenta-
tion [4, 45]. While a plethora of new model architectures
have been developed or continue to be proposed, convolu-
tional operations usually stay a constant component in such
architecture designs. Hence, how to effectively compress
convolutional layers in deep neural networks for efficient
storage and computation has been a very active research
area, and various approaches have been proposed and de-
veloped [7] over the years.

In general, neural network compression techniques can
be categorized [7] into pruning [2,16,17,32,36,42], quanti-
zation [5,44,61], low-rank factorization [8,38,64] or knowl-
edge distillation [23, 28, 41]. In this paper, we will focus

on network pruning, the class of techniques where certain
parts of model parameters are discarded to reduce model
storage and computation while retaining accuracy as much
as possible. Network pruning methods can be further di-
vided into unstructured pruning and structured pruning. Un-
structured pruning methods [13, 16, 17, 32, 33, 55, 56] re-
moves individual neurons or weight connections of less im-
portance without consideration for where they occur within
each tensor. It can reduce the number of parameters by
more than 90% without harming much accuracy. However,
it additionally requires sparse BLAS libraries or even spe-
cialized hardware [15] and may not improve performance
on commodity hardware until a large fraction of weights
has been pruned [49]. On the other hand, structured prun-
ing methods [12, 36, 42, 47, 48, 51–53, 57, 59] prune pa-
rameters under structure constraints. It involves pruning
weights in groups, for example removing convolutional fil-
ters. Structurally-pruned models preserve dense computa-
tions thus enjoy immediate performance improvement with-
out specialized hardware or library support. Our proposed
work falls within the structured pruning category, identifies
an everlasting issue of saliency score used in many struc-
tured pruning works [20, 36, 47, 52], and proposes a novel
framework to better measure the saliency score used for
pruning channels.

For structured network pruning, the most representative
works are aiming at pruning channels (also called filters or
kernels) in convolutional layers, i.e. to identify the best set
of filters to discard, which should yield the highest com-
pression ratio with the lowest decrease in accuracy. Channel
pruning methods usually try to assign the best saliency score
(also called importance score) to each channel and perform
pruning based on these importance measurements. Existing
channel pruning methods usually either explicitly calculate
the channel importance scores based on some intrinsic prop-
erties of the pre-trained models (i.e. property-based) or get
the scores implicitly by including the pruning requirement
as part of the model training process (i.e. learning-based).
Property-based methods [24, 28, 36, 37, 47, 52] are usually
easy to implement and can sometimes provide useful in-
sights into understanding pre-trained models. Learning-
based methods [1, 22, 39, 42], though often better in accu-
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racy, have many constraints and are difficult to be utilized
in scenarios where specialized training is infeasible.

Despite the diversity of different kinds of pruning meth-
ods proposed these years, works like [10] have also dis-
covered that they all lead to very similar accuracy-sparsity
tradeoffs. Performance of standard pruning methods have
gradually plateaued these years, and an increasing number
of works began to focus on directions like hardware-aware
pruning [27, 34, 52] and reducing the training cost [11, 63].
Following the joint efforts to exceed the limits of stan-
dard pruning works, in this work, we introduce SPSRC,
a novel, simple and effective framework to extract better
structured pruning saliency scores by a few simple steps of
reorganizing convolution. Ever since works like L1 [36],
convolution-kernel-based pruning scores have been widely
adopted in many methods [20, 47, 52]. However, we study
and find that some everlasting issues exist with such meth-
ods: (1) theoretical works and analysis of pruning effec-
tiveness are very limited since convolution itself does not
exhibit a clear information flow (2) the current scores do
not capture the spatial saliency of a convolution kernel. For
example, in case of zero-padded convolution, we use the
central element of the kernel more often than the other el-
ements, and we should weigh it more when calculating a
pruning score. We aim to solve (1) and (2) simultane-
ously by introducing a transformation step to reorganize
convolutional kernels at each layer as matrix multiplication.
Many matrix analysis and decomposition methods hereby
become useful to extract information. We argue that this
organization step is significantly helpful to extract better
importance measurement of each channel from the trained
weights. From Singular Value Decomposition(SVD) of the
reorganized matrices, we observe that the singular values
of the transformed convolution matrix could serve as a re-
liable measurement and hint of channel importance. We
thus propose three variants: SPSRC-frobenius, SPSRC-
spectral, and SPSRC-nuclear corresponding to employing
different norms of the transformed matrix as pruning metric.
We demonstrate both analytically(3.4.1) and empirically(4)
that the weaknesses of the convolution-kernel-based meth-
ods like the popular L1 [36] can be solved by SPSRC reor-
ganization for more accurate importance measurement.

We conduct extensive experiments to verify our as-
sumptions. We performed compression on three popu-
lar network architectures, VGGNet [54], ResNet [19], and
DenseNet [25], and evaluate on three different benchmarks,
CIFAR-10 [29], CIFAR-100 [29], and ImageNet [50]. The
results demonstrate that SPSRC obtains better channel im-
portance measurement and successfully improves the pre-
vious convolution-kernel-based scores [20, 36, 47]. We also
include extensive ablation studies to further validate the ef-
fectiveness of our method.

We summarize our contributions as follows:

• We identify everlasting intrinsic issues of the long-
standing convolution-kernel-based pruning scores like
lacking spatial saliency.

• We propose a novel, simple, and effective channel
pruning framework to transform convolution kernels at
each layer into a matrix multiplication for better anal-
ysis and saliency score measurement, addressing the
above identified issue.

• We conduct extensive experiments and show the effec-
tiveness of SPSRC across many different settings and
configurations.

2. Related Works

There have been various channel pruning methods pro-
posed in recent years, either exploiting different properties
of the trained model or devising a novel learning paradigm
to adaptively make pruning decisions. We separate channel
pruning methods into two categories based on the evalua-
tion of the importance scores.

2.1. Property-based Methods

The importance scores are calculated based on the intrin-
sic properties of the models. These methods can directly
operate on a pre-trained model without modifications of the
target function or optimization settings. Therefore, they are
usually easy to implement and have more universal appli-
cations. However, pruning is usually followed by a large
decrease in accuracy, which is then compensated by addi-
tional retraining or finetuning epochs.

Hu et al. [24] proposes a data-driven method to prune
filters with high sparsity in activations. Li et al. [36] as-
sumed the channels with small absolute sum of convolu-
tion kernels are less important thus should be removed first.
A similar assumption is also made in unstructured prun-
ing [13, 16]. Molchanov et al. [47, 48] takes the first-order
gradient into account when evaluating the channel impor-
tance scores to maximally preserve model loss [46]. He
et al. [21] removed the layers closest to the geometric me-
dian of all channels to maximize the representation ability
of the model. Similar to He et al. [19], Lin et al. [37] pro-
posed another data-driven method, arguing that filters gen-
erating low-rank features should be pruned first. Some lat-
est methods like HALP [51, 53] consider hardware-aware
pruning. They leveraged property importance scores like
Taylor [47] and solved a constrained optimization problem
under a given hardware inference latency target.

2.2. Learning-based Methods

The calculation of the importance scores usually in-
volve a learning process to make adaptive pruning deci-
sions. These methods often encode the pruning requirement
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Figure 1. Schematics of our proposed method. Example of pruning a certain layer is shown here. We first reorganize the convolution
kernel weights connecting the feature maps to a set of matrices. Then, we choose channels based on the norms of these matrices, creating
a thinner compressed model. We additionally retrain the model to compensate for the accuracy loss.

as part of the objective function and perform joint optimiza-
tion.

He et al. [22] enforced sparsity regularization into the
training objective and used group LASSO to push all the
weight parameters corresponding to the same channel to-
wards zero simultaneously during training. Liu et al. [42]
trained the model with channel sparsity regularization and
removed filters with small scaling factors in the BN layer.
Huang et al. [26] added mask parameter as scaling factors,
and filters corresponding to a scaling factor of zero are re-
moved. Lin et al. [39] used adversarial learning to aid the
channel selection.

3. The Proposed Method

3.1. Notation and Formulation

Suppose we’re given a model with K convolutional lay-
ers. Let’s consider the ith convolutional layer and represent
the input feature maps at the ith layer as I(i) and the output
feature maps at the ith layer as O(i). Moreover, suppose
I(i) ∈ RNi×hi×wi and O(i) ∈ RNi+1×hi+1×wi+1 , where Ni

and Ni+1 represent the number of input and output channels
and (hi, wi) and (hi+1, wi+1) represent the input and out-
put feature map size. We can then represent the weights at
the ith layer as W (i) ∈ RNi+1×Ni×ki×ki , where ki denotes
the kernel size. We can also represent the jth filter corre-

sponding to the jth output channel, O(i)
j ∈ Rhi+1×wi+1 , as

W
(i)
j ∈ RNi×ki×ki .
We can thus show the convolution operation taken at the

ith layer by writing the relation between the mth output
channel and Ni input channels as:

O(i)
m =

Ni∑
n=1

I(i)n ∗W (i)
m,n (1)

Obviously, we have Ni+1 such equations with m taking
value from 1 to Ni+1.

Now, suppose that we only want to keep P output fea-
ture maps in O(i). Our goal is thus to devise an importance
function, importance(.), such that we can decide whether
to keep O

(i)
m by evaluating importance(W

(i)
m ), keeping P

output channels that have the highest importance scores.

We can see that such pruning affects two convolutional
layers. After pruning, the shape of tensor W (i) becomes
(P,Ni, ki, ki), and the shape of tensor W (i+1) becomes
(Ni+2, P, ki+1, ki+1). Furthermore, the number of opera-
tions at the ith layer is reduced by O(PNik

2
i hi+1wi+1),

and the number of operations at the (i+1)th layer is reduced
by O(PNi+2k

2
i+1hi+2wi+2), bringing the total operation

reduction to O(P (Nik
2
i hi+1wi+1 +Ni+2k

2
i+1hi+2wi+2)).
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Figure 2. Times of each kernel location being the salient position.

3.2. Spatial Saliency

Now, we analyze a very intrinsic but also everlasting is-
sue of many convolution-kernel-based pruning scores [20,
36,47,52]: the lack of consideration of spatial saliency. We
consider a spatial position in a convolution kernel more im-
portant if it has a larger norm than other positions. Fol-
lowing the above notations, a regular filter kernel is rep-
resented as W

(i)
m ∈ RNi×ki×ki . The norm at position

x is calculated by ∥W (i)
m [x]∥ =

√∑Ni

n=1 |W
(i)
m,n[x]|2, for

x = 1, 2, 3, ..., k2. We examine the ResNet34 model and
plot a histogram of the times of each kernel location be-
ing the salient position in Figure 2. We limit the scope to
3 × 3 kernel at this point. We could easily observe that the
central kernel element gets to be the salient position most
frequently among the filters, weighing more than the sur-
rounding neighbors. Intuitively, in the case of zero-padding
convolution, we do use the central elements more often than
the edge and corner elements during computation. This also
aligns with the findings in the very latest paper [3].

Equipped with the above knowledge, we can easily ob-
serve that standard convolution-kernel-based scores do
not take this spatial saliency into consideration. For
example, L1 score [36] can be represented as ∥K∥2 =∑3

i=1

∑3
j=1 k

2
ij , which assigns uniform weights over all

positions. Motivated by this, we propose the following
reorganization mechanism to better measure the channel
saliency. We also provide another detailed comparison in
the following Sec.3.4.1

3.3. Reorganization of Convolution

In order to better analyze the pre-trained weights W (i)

for importance calculation, we reorganize the convolu-
tion operation to a matrix multiplication. Specifically, we
transform the convolution filter W (i)

m,n to matrix A
(i)
m,n and

rewrite equation 1 as:

⃗
O

(i)
m =

Ni∑
n=1

A(i)
m,n

⃗
I
(i)
n (2)

*

0 0 0 0 0

0 0 0

0 0 0 0 0

0 0 0

0 0 0

0 0 0 0 0

0 0 0

0 0 0 0 0

0 0 0 0 0

0 0

0 0

0 0

0 0 0 0 0

Figure 3. Example of reorganization of convolution to matrix mul-
tiplication.

, where
⃗
I
(i)
n ∈ Rhiwi and

⃗
O

(i)
m ∈ Rhi+1wi+1 rep-

resent the flattened input and output feature maps, and
A

(i)
m,n ∈ Rhi+1wi+1×hiwi represents the transformed con-

volution matrix.
We can further reduce equation 2 by removing the sum-

mation as follows:

⃗
O

(i)
m = [A

(i)
m,1, A

(i)
m,2, ..., A

(i)
m,Ni

][
⃗
I
(i)
1 ,

⃗
I
(i)
2 , ...,

⃗
I
(i)
Ni

]⊤ (3)

=
ˆ

A
(i)
m

ˆI(i) (4)

, where
ˆ

A
(i)
m ∈ Rhi+1wi+1×Nihiwi represents a single ma-

trix constructed by stacking weight matrices A
(i)
m,n, and

ˆI(i) ∈ RNihiwi represents a single vector constructed by
stacking feature vectors I(i)n . Figure 3 provides an illustra-
tion of such process.

3.4. Decomposition and Metrics
Through Singular Value Decomposition(SVD), we can

rewrite Equation 4 as:

ˆ
A

(i)
m =

r∑
k=1

σkukv
⊤
k (5)

⃗
O

(i)
m =

r∑
k=1

σkukv
⊤
k

ˆI(i) (6)

, where r denotes the rank of matrix
ˆ

A
(i)
m , and σk, uk, vk

represent the singular value, left singular vector, and right

singular vector of
ˆ

A
(i)
m respectively. We can see here that the

set of singular values, {σk|1 ≤ k ≤ r}, can serve as reliable
measurement and hint of information richness and channel
importance. We thus intuitively propose three metrics and
name them as: SPSRC-frobenius, SPSRC-spectral, and
SPSRC-nuclear. Note that in the following analysis, for

simplicity, we denote
ˆ

A
(i)
m simply by A.

3.4.1 Frobenius Norm

After the reorganization, we could simply use the frobe-
nius norm of matrix A to compute saliency score. Formally,
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frobenius norm is defined as:

∥A∥F =
√

trace(ATA) =

√√√√ r∑
k

σ2
k =

√∑
i=1

∑
j=1

A2
i,j (7)

We can see that the frobenius norm of the weight matrix
A is simply the square root of the squared sum of all of its
elements.

Note that the squared sum of the elements in A is not
equal to the scaled squared sum of the convolution kernel
filter which is employed in L1 [20, 36]. However, we can
notice from the example shown in Figure 3 that, while cal-
culating the squared sum of A, more central elements of the
convolution kernel get more weighted. Concretely, for the
weight matrix shown in Figure 3, we can write the square
of its frobenius norm as:

∥Afig∥2F = 9k2
22 + 6k2

23 + 6k2
21 + 6k2

32 + 6k2
12

+4k2
13 + 4k2

31 + 4k2
33 + 4k2

11 (8)

, whereas the kernel squared sum metric employed in L1
and SFP [20, 36] can be written as:

∥K∥2 =

3∑
i=1

3∑
j=1

k2
ij ̸= 1

C
∥Afig∥2F ,∀C ∈ R (9)

We can note that the more central elements of the convo-
lution kernel are considered more important while evaluat-
ing the frobenius norm of the transformed matrix, address-
ing the issue identified in Sec. 3.2.

3.4.2 Spectral Norm

Besides the Frobenious norm, we also explore the other
norm choices on the transformed convolution matrix. For-
mally, spectral norm, or operator norm, is defined as:

∥A∥op =
√

σmax(AHA) =
√

σmax(ATA) = σmax(A) (10)

, which is simply the largest singular value of the weight
matrix A. It represents the magnitude of the most dominant
component after decomposition of A. Another way to look
at it is to consider the amount of change A brings to the
input feature vector ˆI(i). Recall equation 4 and consider
a perturbation △Î added on the input feature vectors ˆI(i)

which also results a change in the output vector,
⃗

O
(i)
m :

⃗
O

(i)
m +△ ⃗

O
(i)
m = A( ˆI(i) +△Î) (11)

⃗△O
(i)
m = A△Î (12)

∥ ⃗△O
(i)
m ∥22 = ∥A△Î∥22 ≤ ∥A∥2op∥△Î∥2 (13)

Thus, we can see that the larger the spectral norm of the
matrix, the larger the output can change as input changes.
Intuitively, ∥A∥op implies the sensitivity of the convolu-
tional layer. By keeping the most sensitive channels that
have the highest spectral norm of their corresponding con-
volution matrix, we keep the model at its highest potential.

3.4.3 Nuclear Norm

Another intuitive choice of pruning metric is the nuclear
norm of the weight matrix A, which is formally defined as:

∥A∥∗ = trace(
√
A∗A) =

r∑
k=1

σk(A) (14)

∥A∥∗ can be also viewed as a convex envelope of the rank
function rank(A). We utilize it to estimate the magnitude

and importance of the output feature vector
⃗

O
(i)
m .

3.5. Pruning Procedure

We described our pruning method as a four-step
procedure. For each layer: first, we calculated
importance(W

(i)
j ) for the jth output channel by evaluat-

ing the norm of its transformed matrix; next, we sort the
output channels based on their importance scores; then, we
keep P (i) channels by selecting ones with the highest im-
portance scores; finally, we make additional removal in the
BN and next convolutional layer to match the shape of the
output of the pruned channel.

Notably, we performed all of our experiments in a
single-shot manner. We pruned channels at all the layers
at once and only perform a single retraining session. Al-
gorithmic description of SPSRC can be found in Algorithm
1.

4. Experiments

We conduct extensive experiments to validate SPSRC.
We compare with many other compression methods, includ-
ing both property-based and learning-based. We trained
with various pruning configurations to demonstrate SP-
SRC’s superiority with different compression ratios. We
refer to them as the first, second, or third pruning config-
uration in later discussion based on the compression ratios
and the order they appear in the result tables(Table 1, 2, 3,
4, and 5) for different models. Moreover, through ablation
studies, we show that SPSRC is indeed an effective channel
pruning method to reduce the model size, keeping the most
essential part of the model. We also include direct compar-
isons with L1 [36] in all experiments to demonstrate that a
simple transformation by SPSRC is effective and provides
much better channel importance measurement than naively
employing the convolution kernels.

4.1. Benchmarks and Evaluation Protocols

We demonstrated our result on CIFAR-10 [29], CIFAR-
100, and ImageNet [50], showing SPSRC ’s superiority
on both small and large dataset. We studied the perfor-
mance on different network architectures, including VGG-
16-bn [54], ResNet-56 [19], ResNet-34, ResNet-50, and
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Algorithm 1 Proposed Algorithm: SPSRC
Input:model,prune layers,prune ratios,
fm sizes
Output:new model
▷ model is the trained network with K layers,
prune layers represents the list of indices of lay-
ers we try to prune, and prune ratios represents the list
of ratio of removed channels at each layer, and fm sizes
represents the list of feature map sizes. new model is the
compressed and thinner model we return after pruning

1: new model← model
2: for i← 1 to K do
3: if i not in prune layers then continue
4: end if
5: W ← model.convs[i].weight
6: W

′ ← model.convs[i+1].weight
7: N ←W .num in channels
8: M ←W .num out channels
9: scores← [ ] //Saliency Scores

10: os, is← fm sizes[i+ 1],fm sizes[i]
11: for m← 1 to M do
12: A← Null
13: for n← 1 to N do
14: Am,n ← ToMat(Wm,n, os, is)
15: A← ConCat(A,Am,n)
16: end for
17: score← norm(A)
18: scores.append(score)
19: end for
20: indices← argsort(scores)
21: kept ratio← 1− prune ratios[i]
22: kept inds← indices[: kept ratio]
23: new model.convs[i]←W [kept inds, :]
24: new model.convs[i+1]←W

′
[:,kept inds]

25: end for
26: finetune(new model)
27: return new model

DenseNet-40 [25] to demonstrate SPSRC’s success on net-
work with plain structure, residual connections, and dense
modules.

We showed Top-1% accuracy for CIFAR-10 and CIFAR-
100 for the recovered accuracy. For ImageNet, we show
both Top-1% and Top-5% accuracies. In terms of evaluation
of compression, we adopted two widely used metrics: Float
Points Operations (FLOPs) and the number of parameters.

We used PyTorch to implement our method. For
all of the experiments, we used Stochastic Gradient De-
scent(SGD) for optimization with weight decay of 0.0005
and momentum of 0.9.

MODEL TOP-1%↑ FLOPS(M)↓ PARAMS(M)↓
DENSE 93.51 321.35 14.73

L1 [36] 93.40 211.62 5.26
ZHAO ET AL [65] 93.18 195.73 3.94
SPECTRAL(OURS) 93.78±0.05 211.62 5.26
NUCLEAR(OURS) 93.81±0.03 211.62 5.26
FROBENIUS (OURS) 93.82±0.07 211.62 5.26
ENERGYAWARE [60] 93.48 107.33 2.81
HRANK [37] 92.34 111.51 2.64
SSS [26] 93.02 187.05 3.87
GAL - 0.05 [39] 92.03 194.13 3.31
GAL - 0.1 [39] 90.73 176.13 2.63
SPECTRAL (OURS) 93.90±0.05 186.83 2.77
NUCLEAR (OURS) 93.77±0.09 186.83 2.77
FROBENIUS (OURS) 93.74±0.11 186.83 2.77

Table 1. Results on CIFAR-10 with VGG16-BN. We separated the
table with dashline based on compression ratios.

4.2. Results on CIFAR-10

All of the following experiments conducted on CIFAR-
10 are on a single RTX 2080 Ti GPU. We trained all the
baseline(unpruned) networks from scratch with SGD opti-
mizer and batch size set to 128. For VGG16-bn, we
trained a total of 164 epochs and an initial learning rate of
0.1, decaying by 10 at 81th and 122th epoch. For ResNet-
56, we trained a total of 200 epochs and an initial learning
rate of 0.1, decaying by 10 at the 60th, 120th, and 160th

epoch. For DenseNet-40, we trained a total of 350 epochs
and an initial learning rate of 0.1, decaying by 10 at the
150th and 250th epoch. For finetuning after pruning, we
used the same optimization setting as the baseline network
training but with initial learning rate set to 0.001, decaying
by 10 at the 20th epoch.
VGG-16 In terms of pruning configuration, we pruned on
exactly the same set of layers as L1 [36] for a fair com-
parison but with a larger pruning ratio. In Table 1, we
demonstrated results of two different pruning configura-
tions, retrained for 20 and 70 epochs respectively after prun-
ing. Specifically, we observed that the model pruned with
spectral norm achieves a recovered accuracy of 93.9, even
higher than the baseline accuracy by nearly 0.4%, with a
large reduction in the number of parameters(81.33%) and
FLOPs(41.86%). This is a significant improvement com-
pared to 93.02 [26], 92.03 [39], and 90.73 [39], pruned with
similar or even fewer reduction ratios in parameters.

ResNet-56 In terms of pruning configuration, same as
[20,36], we do not consider pruning of the projection short-
cuts for simplification. In Table 2, we demonstrated results
of three different pruning configurations, retrained for 50,
80, and 80 epochs respectively after pruning. Table 2 shows
that SPSRC is higher in accuracy than other methods with
similar compression ratios with all of the three pruning con-
figurations. Specifically, as we pruned out more parame-
ters, the superiority of SPSRC becomes more significant.
Compared with He et al. [22], we achieved 63.95% FLOPs
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MODEL TOP-1%↑ FLOPS(M)↓ PARAMS(M)↓
DENSE 93.59 129.32 0.85

HRANK [37] 93.52 91.43 0.72
L1 [36] 93.06 93.63 0.73
SPECTRAL(OURS) 93.4±0.01 89.22 0.73
NUCLEAR(OURS) 93.52±0.01 89.22 0.73
FROBENIUS (OURS) 93.46±0.01 89.22 0.73
HRANK [37] 93.17 64.66 0.49
NISP [62] 93.01 83.67 0.49
GAL - 0.6 [39] 92.98 80.70 0.75
SPECTRAL (OURS) 92.82±0.02 73.66 0.47
NUCLEAR (OURS) 93.19±0.01 73.66 0.47
FROBENIUS (OURS) 92.89±0.03 73.66 0.47
HRANK [37] 90.72 33.50 0.27
HE et al. [22] 90.8 63.88 -
GAL - 0.8 [39] 90.36 51.47 0.29
SPECTRAL (OURS) 91.55±0.01 46.62 0.3
NUCLEAR (OURS) 91.65±0.01 46.62 0.3
FROBENIUS (OURS) 91.62±0.01 46.62 0.3

Table 2. Results on CIFAR-10 with ResNet56. We separated the
table with dashline based on compression ratios.

MODEL TOP-1%↑ FLOPS(M)↓ PARAMS(M)↓
DENSE 94.82 282.04 1.04

ENERGYAWARE [60] 94.62 167.41 0.66
HRANK [37] 94.24 167.41 0.66
GAL - 0.01 [39] 94.29 182.92 0.67
SPECTRAL(OURS) 94.64±0.04 168.82 0.59
NUCLEAR(OURS) 94.53±0.10 168.82 0.59
FROBENIUS(OURS) 94.69±0.07 168.82 0.59

Table 3. Results on CIFAR-10 with DenseNet40. We separated
the table with dashline based on compression ratios.

MODEL TOP-1%↑ FLOPS(M)↓ PARAMS(M)↓
DENSE 73.33 321.40 14.77

L1 [36] 72.83 211.64 5.29
SPECTRAL(OURS) 73.16±0.03 211.64 5.29
NUCLEAR(OURS) 72.83±0.04 211.64 5.29
FROBENIUS(OURS) 72.69±0.08 211.64 5.29
L1 [36] 71.85 186.85 2.77
SPECTRAL(OURS) 71.89±0.02 186.85 2.77
NUCLEAR(OURS) 71.85±0.07 186.85 2.77
FROBENIUS(OURS) 71.74±0.05 186.85 2.77

Table 4. Results on CIFAR-100 with VGG16-BN. We separated
the table with dashline based on compression ratios.

reduction(v.s. 50.6%) with recovered accuracy 91.65(v.s.
90.8). Compared with GAL [39], we achieved 63.95%
FLOPs reduction(v.s. 60.2%) and 64.71% parameters re-
duction(v.s. 65.9%) with recovered accuracy 91.65(v.s.
90.36).
DenseNet-40 In Table 3, we demonstrated result of SPSRC
on DenseNet-40. We finetuned the model for 40 epochs
after pruning. As shown in Table 3, SPSRC is higher in ac-
curacy than all other competitive methods with similar or
smaller compression ratios.

MODEL TOP-1%↑ TOP-5%↑ FLOPS(G)↓ PARAMS(M)↓
DENSE 73.27 91.43 3.76 21.88

L1 [36] 72.17 90.89 2.82 19.47
LCCN [9] 72.99 91.19 2.83 -
TAYLOR [47] 72.83 - 2.93 17.26
SPECTRAL(OURS) 72.94±0.10 91.12 2.82 19.47
NUCLEAR(OURS) 73.18±0.05 91.33 2.82 19.47
FROBENIUS(OURS) 73.04±0.11 91.23 2.82 19.47
SFP [20] 71.83 90.33 2.22 -
SPECTRAL(OURS) 71.98±0.11 90.57 2.30 17.88
NUCLEAR(OURS) 72.12±0.05 90.56 2.30 17.88
FROBENIUS(OURS) 72.02±0.08 90.59 2.30 17.88

Table 5. Results on ImageNet with ResNet34. We separated the
table with dashline based on compression ratios.

METHOD TOP-1%↑ FLOPS(G)↓ FPS(IM/S)↑
DENSE [34] 76.2 4.1 1019

EAGLEEYE-1G [34] 74.2 1.0 2429
GREG-2 [58] 73.9 1.3 1514
DSNET [35] 74.6 1.2 –
POLARIZE [66] 74.2 1.2 –
METAPRUNING [43] 73.4 1.0 2381
DMCP [14] 74.1 1.1 –
HALP-30% [53] 74.3 1.0 2755
HALP-SPSRC(OURS) 75.0±0.1 1.1 3007

Table 6. Results on ImageNet with ResNet50 for hardware-aware
pruning. We instantiated our method SPSRC on top of HALP.

4.3. Results on CIFAR-100

All of the following experiments conducted on CIFAR-
100 are on a single RTX 2080 Ti GPU.
VGG16 Training and optimization setting of the baseline
network is the same as that of VGG16-bn for CIFAR10.

In Table 4, we demonstrated results of two different
pruning configurations retrained for 50 and 70 epochs re-
spectively after pruning. Table 4 demonstrates that, with
both pruning configurations, SPSRC is higher in accuracy
than other methods with similar compression ratios.

4.4. ImageNet

All of the following experiments conducted on ImageNet
are on eight RTX 2080 Ti GPUs with parallel training.
ResNet-34 For a fair comparison, we performed pruning
on the official torchvision version model(73.27% Top-1 ac-
curacy). We also tried the model trained from scratch and
observed similar accuracy. We followed the same optimiza-
tion setting as PyTorch official example, with batch size
256, momentum 0.9, and weight decay 0.0001. For retrain-
ing, we used the same optimization setting as the baseline
model training but with the initial learning rate set to 0.001,
decaying by 10 every 10 epochs. We propose two prun-
ing configurations for ResNet-34 on ImageNet. For both
configurations, we retrained the model for 30 epochs and
observed that the model achieved the best accuracy around
the 23th epoch. Table 5 demonstrates that, with both prun-
ing configurations, SPSRC is higher in accuracy than other
methods with a similar compression ratio.
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Figure 4. Ablation studies results. We demonstrated both pre-finetuning and post-finetuning accuracies on models pruned with both
configurations. Check 4.2 and Table 1 for detail of pruning configurations.

4.4.1 ResNet50 & Hardware-Aware Pruning

Here, we demonstrate that our framework can also be com-
bined with the latest state-of-the-art hardware-aware prun-
ing framework HALP [53] to yield better results. Notably,
HALP leveraged Taylor importance score [47], which is for-
mulated as a product of gradient and magnitude of kernel
weights. While instantiating SPSRC, we apply the reorga-
nization to the final product which also considers gradient
info. Results can be found in the Table 6. We improve
HALP obviously with SPSRC, surpassing its Top-1 by 0.7
and FPS by around 300 IM/S.

4.5. Ablation Studies

We performed ablation studies on CIFAR-10 with
VGG16. We showed the results in Figure 4. We demon-
strated results of random pruning and pruning with the op-
posite of our metric(labeled with ”-Rev” postfix in Figure
4) to show the effectiveness of SPSRC. For the opposite of
our metric, filters with larger spectral, nuclear, or frobenius
norm after reorganization are removed first. We showed re-
sults for both the first and second pruning configuration with
same compression settings as described in 4.2 and Table 1.

With 34.15% FLOPs reduction and 64.29% parame-
ters reduction, as shown in sub-figure (a) of Figure 4, SP-
SRC still retains decent accuracy (around 92.5%) even be-
fore finetuning. However, for random pruning and pruning
with reverse metric, the accuracy drops sharply to 13.33%
and 10%. The appearance of exactly 10.00% Top-1 ac-
curacy(expected random guess accuracy on CIFAR-10) is
because the network consistently produces zero due to in-
significant weights, making the network predict one class
regardless of the input. This phenomenon can also be seen
in other sub-figures. After finetuning, we can see from sub-
figure (b) that SPSRC even surpasses the baseline accuracy.
Random pruning, though performing worse than SPSRC
and the baseline, is better than pruning with the reverse met-
ric.

With 41.86% FLOPs reduction and 81.33% parameters
reduction, as shown in sub-figure (c) of Figure 4, accuracy
of SPSRC drops to around 54% before finetuning. How-
ever, for pruning randomly and pruning with the reverse
metric, the accuracy drops to 10%. Interestingly, we ob-
serve that, even with finetuning, the network pruned with
the reverse metric can not improve as shown in sub-figure
(d). The gradients are negligible, causing the network to be
stuck at a very bad local optimum and consistently predict-
ing one class regardless of the input. We even elongated
retraining to 80 epochs and gradually increase the learn-
ing rate to 1 but still did not observe any improvement on
test accuracy for reverse SPSRC. As expected, the model
pruned randomly can recover with randomly kept impor-
tant channels but performed worse than the baseline and
SPSRC.

5. Conclusions

In this paper, we present a novel channel pruning frame-
work called SPSRC, which employs the norm of the weight
matrices after reorganization of convolution to matrix mul-
tiplication. We identify intrinsic and everlasting issues in
previous methods which directly extract information from
the plain convolution kernels like lack of convolution ker-
nel spatial saliency information. We both theoretically and
empirically demonstrate why this reorganization step helps
us obtain better importance measurement of each channel.
We conducted extensive experiments to show the efficiency
and superiority of SPSRC compared to the other channel
pruning methods. We hope that our work provide a new
direction for pruning works in the future. In the follow-
ing works, we will analyze the reorganized matrices from
convolution kernels more deeply and conduct other types of
compression, including tensor decomposition, after a more
thorough theoretical analysis.
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