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Abstract

Self-supervised learning (SSL) has shown remarkable performance in computer vision tasks when trained offline. However, in a Continual Learning (CL) scenario where new data is introduced progressively, models still suffer from catastrophic forgetting. Retraining a model from scratch to adapt to newly generated data is time-consuming and inefficient. Previous approaches suggested re-purposing self-supervised objectives with knowledge distillation to mitigate forgetting across tasks, assuming that labels from all tasks are available during fine-tuning. In this paper, we generalize self-supervised continual learning in a practical setting where available labels can be leveraged in any step of the SSL process. With an increasing number of continual tasks, this offers more flexibility in the pre-training and fine-tuning phases. With Kaizen, we introduce a training architecture that is able to mitigate catastrophic forgetting for both the feature extractor and classifier with a carefully designed loss function. By using a set of comprehensive evaluation metrics reflecting different aspects of continual learning, we demonstrated that Kaizen significantly outperforms previous SSL models in competitive vision benchmarks, with up to 16.5% accuracy improvement on split CIFAR-100. Kaizen is able to balance the trade-off between knowledge retention and learning from new data with an end-to-end model, paving the way for practical deployment of continual learning systems.

1. Introduction

While traditional machine learning algorithms perform well on tasks they have been exposed to during training, they are unable to adapt to new concepts, classes, or data introduced after training over time. This is particularly important in vision tasks, where deployed models such as those running on phones or CCTV cameras need to adapt to new information. Currently, model updates require, first, offline re-training on a central server and then distributing the updated model to the end users. This procedure greatly affects the usability and user experience since new functionalities such as recognizing new people in a photo album app [26], will not be included until a large amount of data has been collected for re-training. Given these limitations, a system that can adapt to new data and learn continually would be highly desirable.

Continual learning (CL) methods aim to learn continually from an ever-changing stream of data, acquiring new knowledge while retaining performance on previous tasks [34]. The main difference to conventional deep learning is the data assumption: rather than having all training data available at once, data with different distributions (classes or domains) arrive over time. In practice, data can be only temporarily available for training because of storage, computing, and memory limitations as well as privacy concerns. Data availability comes also with the cost of labelling samples for supervised learning or fine-tuning, since only a limited amount of data can be annotated at a time.

Self-supervised Learning (SSL) techniques solve the data availability–annotation challenge even outperforming supervised methods in difficult vision tasks. SSL models learn meaningful representations that can be transferred to various downstream applications [1,8,9,16]. However, they usually operate under strict data assumptions where training is conducted on large aggregated datasets. These assumptions no longer hold when new unlabelled data is introduced over time and there is not a single snapshot of the dataset to train on. As a result, SSL models should adapt to the temporary availability of both unlabelled and labelled data. On the other hand, prior works in CL almost exclusively focus on supervised setups using ideas such as regulariza-
Our main contributions are: 1. **Continual Learning framework.** We propose **Kaizen**, a continual learning framework that can be deployed at any point during the continual learning process with a functional classifier. It leverages both unlabelled and labelled data in training the feature extractor and classifier instead of only using one type of data, in a carefully designed loss function and distillation mechanism, thus allowing higher flexibility in terms of storage requirements and in accommodating privacy concerns, which is important in real-world applications.

2. **Evaluation setup reflecting the real world.** We propose a novel evaluation setup with a range of evaluation settings that mimic the real-world scenarios. This includes using a wider variety of datasets and tasks, considering both labelled and unlabelled data, and evaluating the performance under different settings of data availability.

We demonstrate that **Kaizen** outperforms previous works that focus on self-supervised continual learning in terms of their overall performance and the ability to retain knowledge after training on the final task, and more importantly after training on every task, by up to 14.4% in accuracy (in absolute terms) and 25.4% reduction in forgetting. Our main contributions are:

1. **Practical Continual Learning framework.** We propose **Kaizen**, a continual learning framework that can be deployed at any point during the continual learning process with a functional classifier. It leverages both unlabelled and labelled data in training the feature extractor and classifier instead of only using one type of data, in a carefully designed loss function and distillation mechanism, thus allowing higher flexibility in terms of storage requirements and in accommodating privacy concerns, which is important in real-world applications.

2. **Evaluation setup reflecting the real world.** We propose a novel evaluation setup with a range of evaluation settings that mimic the real-world scenarios. This includes using a wider variety of datasets and tasks, considering both labelled and unlabelled data, and evaluating the performance under different settings of data availability.

---

2 A task in this context refers to a particular distribution of data, which can come from different sets of classes (for classification problems) or different domains.
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metrics that closely reflect how models perform in the real world, where there is a focus on the performance of the model over the entire continual learning process, instead of only the final model.

3. Extensive empirical analysis. We extensively evaluate Kaizen in various settings and vision benchmarks with state-of-the-art self-supervised learning techniques. We show that Kaizen is robust to catastrophic forgetting in classification tasks when encountering new data, while maintaining the quality of the feature extractor.

2. Related Work

Continual Learning. Traditional deep learning techniques suffer from catastrophic forgetting [21], a phenomenon where models tend to forget what has been previously learned by overriding it with new data. Continual learning methods address this issue by striking a balance between the stability (ability to retain knowledge) and plasticity (ability to learn new concepts) of deep learning models. Broadly, continual learning techniques can be categorized into three types [11]: replay-based [2, 7, 27, 28], where a small subset of previously seen data is retained and replayed to the model at every stage, regularisation-based [21, 23, 32, 35], in which regularisation objectives are used to guide the model to retain old knowledge, and parameter-isolation methods [30, 31], where separate regions/neurons of the models are dedicated to each task and remain frozen during further training. Nevertheless, these techniques mostly focus on supervised learning setups, without dealing with label scarcity which is a common issue in real-world scenarios.

Self-supervised Learning (SSL). SSL methods use unlabelled data with the goal of training more generalizable models. Recent techniques which involve bringing the representations of correlated views (e.g., transformed versions) of a single data point (e.g., image) closer to each other have proven powerful where the learned representations of the feature extractor achieve performance on par with those trained in a supervised manner [8, 16, 36]. These techniques include contrastive methods such as SimCLR [8], similarity maximization methods such as BYOL [16], momentum-based methods such as MoCo [9, 17], and reduction-based methods like VicReg [1]. However, in continual learning settings, these methods still suffer from catastrophic forgetting [11, 14]. Furthermore, they require substantial amounts of unlabelled data available all at once to work well, which is not practical in scenarios considering streams of unlabelled data.

Continual Self-supervised Learning (CSSL). CSSL approaches operate on unlabelled data while dealing with catastrophic forgetting. Earlier techniques focus either on self-supervised pre-training to later apply supervised continual learning [3, 15] or extend the contrastive SSL paradigm to CL, too [6, 25]. However, these techniques have a narrow focus as they are tailored to specific SSL architectures. Few recent works [11, 14] started looking at general frameworks for unsupervised continual learning, where the model learns continually from a stream of unlabelled data using a combination of unsupervised learning techniques and knowledge retention mechanisms. Nevertheless, these methods only solve half of the problem in CL – they focus on training a strong feature extractor continually with unlabelled data and assume that all labelled data are stored and available for fine-tuning after the final CL step. This violates the data assumption in continual learning where labelled data is only temporarily available, and the classifier should also learn continually. Kaizen puts forward a general architecture in which both the feature extraction and the fine-tuning are performed continually from a stream of both large unlabelled and small labelled data.

3. Method

3.1. Background

Continual Learning (CL). In this work, we adopt the notion of task-incremental learning [11], in which the model sees the training data for one task at a time. We assume data \((X^{(t)}, Y^{(t)})\), which is randomly drawn from distributions \(P(X^{(t)})\) and \(P(Y^{(t)})\) for task \(t\), is available for the model to learn from, with the goal to optimize for all seen tasks while having little to no access to data \((X^{(t')}, Y^{(t')})\) from previous tasks \(t' < t\) [11]. Here we focus on the class-incremental learning [11, 19] setting where each task contains an exclusive subset of classes in a dataset, and thereby \(P(X^{(i)}) \neq P(X^{(j)})\) and \(P(Y^{(i)}) \neq P(Y^{(j)})\) if \(i \neq j\), without the task label \(t\) provided to the model during inference or evaluation.

SSL for visual representations. Siamese representation learning or contrastive learning proposed in recent works [1, 4, 5, 8–10, 16, 17, 38] have demonstrated strong supervisory signal for a model to learn to extract distinctive features from large unlabelled datasets. The main idea of these methods involves passing two stochastically augmented views \(x_1\) and \(x_2\) of an input sample \(x\) through the same feature extractor (or one through the feature extractor and another through an exponentially updated momentum feature extractor in some works [16]), and optimizing using a loss function such that the extracted features are similar, with different mechanisms such as gradient stopping [10, 16] or a clustering task [5] to avoid collapse. The stochastic augmentations are designed such that the output images encode the semantics that the model learns to extract, in which they still contain almost the same meaning but the appearance might be different.
3.2. Kaizen: Practical continual learner that balances self-supervised learning and fine-tuning

In order to continually learn from unlabelled data while maintaining a functional classifier, the Kaizen framework (as illustrated in Figure 3) is designed to balance different objectives including knowledge retention, self-supervised learning from unlabelled data, and supervised learning for classification. It consists of two main components: knowledge distillation and current task learning, one of each for the feature extractor and for the classifier.

**Current task learning.** This component trains the feature extractor and the classifier using the data for the current task (see the right half of Figure 3). In order to allow the model to learn from both unlabelled and labelled data, the feature extractor is trained on the current task using one of the self-supervised learning methods described above. Stochastic augmentation functions are applied to the input image which produces two different but correlated views of the image. One of these images is passed to the Current Feature Extractor \( f_C^O \), while the other to the Momentum Feature Extractor \( f_C^T \) (or the same Current Feature Extractor depending on the SSL method), to obtain two different embeddings. The embedding from the Current Feature Extractor is passed to an additional, shallow neural network called the predictor \( h^T \). The discrepancy between the embedding from the Momentum Feature Extractor and that from the predictor will then be reduced using the corresponding self-supervised loss function \( L_{FE}^{CT} \). The use of an additional predictor here is to allow the feature extractor to be flexible so that it does not have to produce the same embedding for the two augmented views, but should contain the same amount of information.

If the label for the image is available, we train the classifier in a supervised manner. The embedding obtained from the Current Feature Extractor will be fed to the classifier network \( g_t \) to obtain class probabilities after softmax activation. Categorical cross-entropy loss \( L_{CT}^C \) is used for training the classifier. Note that the gradient updates do not back-propagate to the feature extractor. This is to allow the feature extractor to focus on extracting distinctive features from self-supervision, instead of specialising in the current classification task. This is important to ensure that the feature extractor remains general throughout the continual learning process, where the class distribution might shift from one task to another.

**Knowledge distillation.** Apart from the first task, the model is required to retain knowledge learned from previous tasks while learning from the new data. To achieve this, we make a frozen copy of the trained model \( (f_1^O, g_{t-1}) \) from the previous task for knowledge distillation before we start training (Figure 3 (left)). For the feature extractor, we adopt a scheme similar to CaSSL [14], where we mirror what we have done for the current task learning, by using an SSL method but with the Momentum Feature Extractor replaced by the feature extractor from the previous step \( f_{t-1}^O \). The augmented image that was passed through the Online Feature Extractor \( f_t^O \) will also be fed to the Previous Feature Extractor. Similarly, the discrepancy between the embedding from the previous and the current feature extractor (after passing through a different predictor \( h^O \)) is reduced using the corresponding self-supervised loss function \( L_{SSL} \). The Previous Feature Extractor is frozen during training and gradients updates will not be applied to it.

Similar to the feature extractor, knowledge distillation is also performed for the classifier. The predictions from the Current Classifier \( g_t \) are made to be similar to the predictions (or soft labels) from the Previous Classifier \( g_{t-1} \) using the categorical cross-entropy loss. Note that unlike in current task learning, knowledge distillation for the classifier is active regardless of the presence of a label given the input image.

**Memory replay.** One additional mechanism that our
method employs, is memory replay [20, 28, 29], where a small subset of actual samples or representative samples from previous tasks are kept and replayed during training. This has been shown to be crucial in maintaining model performance and combating catastrophic forgetting in task-label-free methods [11], where the task label is not provided to the model during inference.

**Overall Framework.** The overall loss function (Equation 1) consists of four components: the loss for knowledge distillation of the feature extractor \( \mathcal{L}_{FE}^{KD} \), the loss for knowledge distillation of the classifier \( \mathcal{L}_{C}^{KD} \), the cross-entropy loss of the classification task \( \mathcal{L}_{CT}^{C} \), and the loss for self-supervised learning \( \mathcal{L}_{FE}^{SSL} \). These losses balance different learning objectives to ensure that the model, including the feature extractor and the classifier, is able to learn from new data while retaining knowledge from previous tasks.

\[
\mathcal{L} = \mathcal{L}_{FE}^{KD} + \mathcal{L}_{C}^{KD} + \mathcal{L}_{CT}^{C} + \mathcal{L}_{FE}^{SSL} = \mathcal{L}_{SSL}(f_{i-1}^{O}(x_i), h^{O}(f_i^{O}(x_i))) + \\
\mathcal{L}_{CE}(g_t(f_{i-1}^{O}(x_i)), g_t(f_i^{O}(x_i))) + \\
\mathcal{L}_{CE}(g_t(f_i^{O}(x_i)), y) + \\
\mathcal{L}_{SSL}(f_i^{T}(x_i), h^{T}(f_i^{O}(x_i)))
\]

Here the \( \mathcal{L}_{CE} \) refers to the categorical cross-entropy loss, and \( \mathcal{L}_{SSL} \) refers to the self-supervised loss for the particular self-supervised learning method.

### 4. Evaluation for Continual Learning

In this section, we first discuss the evaluation protocol and metrics adopted in this work and then present our experimental setup.

#### 4.1. Self-supervised Continual Learning vs Continual Fine-tuning

Pure self-supervised continual learning focuses on training a strong feature extractor from data with changing distributions, and after learning from the final set of data, a classifier is trained with labelled data (see Figure 1a). Although the feature extractor is learning continually, this only solves half of the challenge in combating catastrophic forgetting. This is because if we want a classifier that is able to perform classification on all seen tasks, labelled data from all tasks must be retained or re-collected for training. In the evaluation, we show that if we limit the amount of labelled data from earlier tasks to a small subset, the performance suffers significantly.

We argue that in a more practical scenario, the classifier should be trained together with the feature extractor (see Figure 1b) because the labelled data is more likely to be available while training for a particular task, rather than after the feature extractor has been trained. This would require extra consideration with regard to knowledge distilla-

![Figure 4. Calculation of the evaluation metrics. Illustration of our practical evaluation setup with regards to metrics and tasks used in each calculation.](image)

...tion for the classifier on top of the feature extractor. Our approach is designed to address this issue.

#### 4.2. Evaluation metrics

In order to compare the performance of different methods fairly, we define the following evaluation metrics (see Figure 4) that reflect different aspects of a continual learning framework, taking into account metrics defined in previous works [11, 13, 20]. Here we denote the accuracy of a model on a particular task \( k \) (averaged across all classes in that task) after seeing the last sample from task \( t \) as \( A_{t,k} \), and we assume that there are \( T \) tasks in total.

- **Final Accuracy (FA)** defined as \( FA = \frac{1}{T} \sum_{t=1}^{T} A_{T,t} \) refers to the average model accuracy across all tasks, after it has been trained on the last task \( T \).
- **Continual Accuracy (CA)**, instead of only looking at the performance of the model at the final step, looks at the performance throughout the continual learning process, where a model might be deployed before the last task and be later re-trained. We define this to be the average accuracy of the model after being trained on each task \( CA = \frac{1}{T} \sum_{t=1}^{T} \left( \frac{1}{T} \sum_{i=1}^{T} A_{t,i} \right) \).
- **Forgetting (F)** measures the extent of the performance a model has lost after training on new tasks. We calculate this by taking the difference between the highest performance of the model on a given task, and that of the model at the final step, excluding the final task: \( F = \frac{1}{T-1} \sum_{t=1}^{T-1} (A_{max,i} - A_{T,t}) \), where \( A_{max,i} = \max_{t \in \{1, ..., T\}} A_{t,i} \).
- **Forward Transfer (FT)** refers to the use of previously acquired knowledge when learning new tasks. Here, we define it with model deployment considerations in mind: we take the difference between the performance of the model on
task \( k \) after seeing data from all tasks \( i \leq k \), compared to a model which has only seen data of task \( k \). We denote the accuracy of the model which is only trained on task \( k \) as \( A'_{k,k} \).

FT is thus calculated by: 
\[
FT = \frac{1}{1-t} \sum_{i=2}^{T} (A_{i,i} - A'_{i,i})
\]

A positive value would indicate that the training on previous tasks helped the model learn the new task. Note that this is a desired property that is hard to achieve.

This evaluation framework is set to facilitate comparisons of different properties of CL models in real-world applications and balance trade-offs between different properties such as forgetting and forward transfer. These metrics should provide guidance for which method to select depending on desired use cases.

4.3. Experimental setup

Datasets. We performed our evaluation using 2 datasets: CIFAR-100 [22], an object recognition dataset with 60,000 32x32 images evenly distributed across 100 classes, and ImageNet100 [33], also an object recognition dataset which is a 100-class subset of the original ImageNet dataset [12] and consists of 130,000 224x224 images spread across 1000 classes. In our experiments, we randomly split these datasets into tasks with an equal number of classes. For example, for 5 tasks, we have 20 classes in each task.

SSL methods. Since we do not modify the self-supervised learning component from its original formulation [1,8,9,16] and the CaSSLe adaptation [14], our method is compatible with existing self-supervised learning methods. We selected the contrastive-based methods SimCLR [8] and MoCoV2+ [9, 17], the asymmetric-model-based method BYOL [16] and the cross-correlation-based method Vi-CReg [1] as the backbone SSL method for training. Our aim is to investigate whether our proposed architecture generalizes across different self-supervised learning methods and identify limitations.

Hyperparameters. We build upon the Pytorch implementation introduced by [14]. For each task, we train the model for 500 epochs for CIFAR-100 with 5 tasks, 250 epochs for CIFAR-100 with 20 tasks, and 200 epochs for ImageNet100. The batch size is 256 for CIFAR-100 and 128 for ImageNet100. We keep the amount of data replayed to the model during continual learning (for our method) and during classifier training (for other baselines) to be 1% of the original data as this offered the best tradeoff between accuracy and amount of labelled data used. ResNet18 [18] is used as the architecture for the feature extractor, while the classifier consists of one fully-connected layer of 1000 units and another one with the number of output classes, which is 100. LARS [37] is used for large batch training. A weighting factor of 2 is used for the knowledge distillation loss for the classifier (Equation 1). We keep all other hyperparameters unmodified. In the supplementary material, we provide a more detailed discussion of the hyperparameters and the source code for reproducibility.

Baselines. We compare our framework against the state-of-the-art CSSL pipeline, CaSSLe [14], and the No distill setup, where no extra measures are taken to mitigate catastrophic forgetting, and the entire model is fine-tuned from task to task. Since the baseline methods are pure self-supervised pre-training methods, the classifier is trained after the feature extractor is fully trained using the task data. To ensure a fair comparison, these classifiers are trained with memory replay enabled: the same subset of data that our model is trained on, is also available for these classifiers to train on.

5. Results

5.1. Performance comparison against CSSL

As discussed in section 4.3, we focus on the comparison of our Kaizen against CaSSLe and the No distill setup. Figure 2 compares the Continual Accuracy and Final Accuracy of these three methods with different SSL models for the feature extractor, on the CIFAR-100 dataset split into 5 tasks of equal sizes. Kaizen outperforms the other two baselines irrespective of the evaluation metric or the SSL model, achieving the highest continual accuracy at 0.570 and final accuracy at 0.409 using MoCoV2+, outperforming CaSSLe by 0.138 and 0.165 respectively. It is important to note that the data availability is kept the same across all methods, where at each task, every method has access to data of the current task and 1% of replay data from previous tasks. Our method outperforms the rest by incorporating knowledge distillation and fine-tuning into the pipeline, instead of training the classifier training in the end. This validates our hypothesis and shows that Kaizen is overall effective in retaining knowledge from previous tasks, by performing well at both the final step and throughout the continual learning process. It is interesting to note that MoCoV2+ is the most effective of the four SSL methods; this could potentially be attributed to the use of the Memory Buffer of representations, which acts as a knowledge retention mechanism that enables gradual learning.

5.2. Performance variation across time

Here we examine the performance of different methods at different stages of the continual learning process. Figures 5 and 6 show the average accuracy over seen tasks of Kaizen and the baselines after training on each task, using CIFAR-100 and ImageNet-100 (5 tasks). We did not perform an evaluation on ImageNet-100 for the No distill pipeline because it consistently underperforms CaSSLe. We find that in general, all methods show lower performance after training on more tasks, partially due to the fact that the classification problem becomes more difficult as the number of classes increases, as well as catastrophic for-
5.3. Longer continual learning scenarios

In certain scenarios, a model could be required to continually learn from data with changing distribution over a long time. Figure 7 displays the performance of Kaizen against CaSSLe on CIFAR-100 when it is split into 20 tasks (5 classes each) instead of 5 tasks only. We can see that Kaizen is able to outperform the state-of-the-art in the first 10 tasks, but reaches a similar level of performance or even lower in later tasks. We believe that these results demonstrate the trade-off between knowledge retention and learning new tasks: our method trades performance on new tasks for combating catastrophic forgetting. In continual learning with many tasks, this might not be the best strategy because the number of new tasks is usually higher than the number of existing classes. Lower performance on any particular new task might lead to lower performance down the road.

5.4. Per-task performance breakdown

To support our intuition that our method prioritises knowledge retention over learning from new tasks, we investigate the per-task performance at each step. Figure 8 shows the performance of the model on each individual task throughout the continual learning process, using CIFAR-100 with 5 tasks. We find that Kaizen is able to forget acquired knowledge more gracefully [11] than CaSSLe, where the performance on previous tasks gracefully degrades over time. Without a knowledge distillation scheme, CaSSLe, on the other hand, is able to perform on the new task better than Kaizen, but the performance on previous tasks drops significantly in just one step. This shows that our method strikes a balance between performance on new tasks and knowledge retention. The supplementary mate-
Table 1. SSL & baseline performance comparison. Evaluation of Kaizen compared to four SSL and two continual baselines across four metrics on CIFAR-100. Our model with the MoCoV2+ backbone outperforms in most metrics. Best performance across SSL methods is bold, and across metrics is underlined. (FA: Final Accuracy, CA: Continual Accuracy, F: Forgetting, FT: Forward Transfer)

<table>
<thead>
<tr>
<th>SSL</th>
<th>Baseline</th>
<th>FA ↑</th>
<th>CA ↑</th>
<th>F ↓</th>
<th>FT ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>BYOL</td>
<td>No Distill</td>
<td>0.191</td>
<td>0.381</td>
<td>0.794</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>CaSSLe</td>
<td>0.226</td>
<td>0.431</td>
<td>0.758</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td>Kaizen</td>
<td>0.313</td>
<td>0.481</td>
<td>0.610</td>
<td>-0.028</td>
</tr>
<tr>
<td>SimCLR</td>
<td>No Distill</td>
<td>0.209</td>
<td>0.391</td>
<td>0.755</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>CaSSLe</td>
<td>0.213</td>
<td>0.403</td>
<td>0.747</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>Kaizen</td>
<td>0.362</td>
<td>0.547</td>
<td>0.451</td>
<td>-0.170</td>
</tr>
<tr>
<td>MoCoV2+</td>
<td>No Distill</td>
<td>0.206</td>
<td>0.393</td>
<td>0.760</td>
<td>-0.010</td>
</tr>
<tr>
<td></td>
<td>CaSSLe</td>
<td>0.244</td>
<td>0.432</td>
<td>0.709</td>
<td>-0.012</td>
</tr>
<tr>
<td></td>
<td>Kaizen</td>
<td>0.409</td>
<td>0.570</td>
<td>0.396</td>
<td>-0.210</td>
</tr>
<tr>
<td>VICReg</td>
<td>No Distill</td>
<td>0.212</td>
<td>0.400</td>
<td>0.750</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>CaSSLe</td>
<td>0.217</td>
<td>0.405</td>
<td>0.739</td>
<td>-0.001</td>
</tr>
<tr>
<td></td>
<td>Kaizen</td>
<td>0.292</td>
<td>0.516</td>
<td>0.580</td>
<td>-0.110</td>
</tr>
</tbody>
</table>

5.5. Comprehensive evaluation of continual learning and SSL methods

Table 1 presents Kaizen compared to other baselines on the four considered SSL paradigms. These results on CIFAR-100 show that Kaizen improves the performance of all SSL methods as represented by the final and continual accuracy. As expected, the absence of distillation in No Distill definitely hurts the accuracy of the overall continual learning framework as it is unable to maintain knowledge with each additional task. This can also be seen in the Forgetting metric where No Distill is on average 0.255 higher than Kaizen and 0.026 higher than CaSSLe. Kaizen always outperforms CaSSLe across the FA, CA, and F metrics achieving the best performance with MoCoV2+. On the other hand, as shown in the results above, CaSSLe and No distill, which prioritise learning from new data, show a slight positive transfer in some cases, while our model suffers from negative forward transfer.

5.6. Ablation on replay dataset size

Replay was shown to be one of the crucial components in combating catastrophic forgetting for methods that do not rely on task labels [11]. In this evaluation, we vary the amount of data being replayed to Kaizen throughout the training process ranging from 0%, 1% (default setting in all experiments), 5% to 10% on CIFAR-100 using MoCoV2+ as the SSL method, and display these results in Figure 9.

As expected, by replaying more data, the model achieves higher continual accuracy as well as higher final accuracy and lower forgetting. However, we cannot see the full picture without looking at the change in forward transfer. Here, we observe that by replaying more data, the model prioritises knowledge retention even more, and forward transfer suffers as a result. This trade-off is important to be taken into account when designing a continual learning system, in addition to storage and privacy concerns. It is important to note that Kaizen works reasonably well without any replay (0% case), which would satisfy a strict data assumption when replay is not practical.

6. Conclusion

In order to deploy continual learning systems in real-world scenarios, we have to address many challenges that are present in existing works. Towards this goal, here we introduced Kaizen, a continual learning method that addresses shortcomings of self-supervised and supervised continual learning methods, in which a classifier is continually trained with the possibility of deployment at any point during the training process. We carefully design the learning objective to balance feature extractor and classifier training, as well as knowledge retention and learning from new data. Through extensive evaluation and a comprehensive set of evaluation metrics, we have demonstrated that Kaizen is able to balance the trade-off between knowledge retention and learning from new data more gracefully compared to the state-of-the-art, and achieves higher performance overall.
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