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Figure 1. Biases in the CLIP model [30] can bias CLIP-based image editing models, such as StyleCLIP [28] and InstructPix2Pix [4] (shown as ‘Before Debiasing’). In this work, we identify and address such biases. Our proposed debiasing technique makes the necessary adjustments for the given text without altering the person’s identity (shown as ‘After Debiasing’).

Abstract

In recent years, the use of CLIP (Contrastive Language-Image Pre-Training) has become increasingly popular in a wide range of downstream applications, including zero-shot image classification and text-to-image synthesis. Despite being trained on a vast dataset, the CLIP model has been found to exhibit biases against certain protected attributes, such as gender and race. While previous research has focused on the impact of such biases on image classification, there has been little investigation into their effects on CLIP-based generative tasks. In this paper, we aim to address this gap in the literature by uncovering the queries for which the CLIP model introduces biases in the text-based image editing task. Through a series of experiments, we demonstrate that these biases can have a significant impact on the quality and content of the generated images. To mitigate these biases, we propose a debiasing technique that does not require retraining either the CLIP model or the underlying generative model. Our results show that our proposed framework can effectively reduce the impact of biases in CLIP-based image editing models. Overall, this paper highlights the importance of addressing biases in CLIP-based generative tasks and provides practical solutions that can be readily adopted by researchers and practitioners working in this area. 1
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1. Introduction

CLIP (Contrastive Language-Image Pre-Training) [30] is a neural network that has been trained on a large set of image and text pairs. Its exceptional zero-shot capabilities allow it to match the performance of the original ResNet50 [11] on ImageNet, without being trained on the original labels explicitly. Recently, due to its rich learned features between text and image modalities, CLIP has been showing great promise in text-to-image synthesis and text-based image editing as well. However, despite being trained on a large dataset, studies have shown that CLIP models suffer...
from various biases [1]. These studies have mainly focused on the implications of biases in classification tasks, and to the best of our knowledge, no studies have been conducted to examine how biases in CLIP impact generative models. As CLIP is gaining popularity in generative models as well, we reveal biases in CLIP and show how they negatively impact the generation. For this, we primarily choose the image editing task as it is important to keep the identity of the original image intact. Figure 1 presents illustrative examples, including the original images and the manipulations made by two image editing models for the given text prompts: StyleCLIP [28] and InstructPix2Pix [4]. Both of them use CLIP to embed the prompt as condition. As an illustration, consider a scenario where a female face is given as input with the text query “Face of a carpenter” to the CLIP text embedding. Due to biases in the embedding, it associates a male identity with the profession, leading to the inclusion of a goatee in the manipulated image produced by StyleCLIP. A similar result is observed for InstructPix2Pix. The alteration of a person’s identity by modifying their gender, ethnicity, or skin tone is also noticeable in other job-related texts, such as “software engineer” or “executive officer.” In both of these cases, we can see the outputs from the models have resulted in a whiter skin-tone (with addition of facial hair for “software engineer” job), significantly changing the identity of the individual in the original image. If deployed in the real world, these biases can undoubtedly have negative societal impacts.

Our investigation into this problem reveals that the text CLIP embedding has learned correlations between different occupations and gender or race. For instance, “a nurse” has a high similarity with “a female,” and “a doctor” has a high similarity with “a male.” To remove gender and race biases from the CLIP-text embedding, we can employ simple bias mitigation techniques from NLP literature, such as [3]. Following their technique, we can perform Principal Component Analysis (PCA) [14] on a corpus of commonly used gender and race prompts to extract the gender and race subspace. Then, we can find an orthogonal direction to the text embedding’s projection on this subspace. Our experiments have shown that these techniques are not always effective, especially for the StableDiffusion-based [33] image editing model. To improve on this, we introduce a gradient-based optimization that makes a correction to the biased output based on identity-preserving losses (e.g., calculating LPIPS [45] score or cosine similarity between two faces using ArcFace [8]). By employing identity-preserving losses, we avoid making assumptions about a person’s gender/race. This approach is particularly novel as it achieves debiasing without relying on such explicit assumptions. Our optimization still provides sufficient incentives to keep the necessary changes for the given text prompt (based on the CLIP loss), while simultaneously reducing the bias. The images presented as “After Debiasing” in Figure 1 demonstrate the debiasing capabilities of our proposed frameworks and show that our proposed technique effectively mitigates the biases present in the original generated images.

**Contributions.** 1) We identify biases in the CLIP model and demonstrate the negative impact of these biases on text-based image editing, particularly in complex manipulations; 2) To remedy the biases, we propose ‘gradient-based’ debiasing techniques. Our debiasing framework does not require retraining of CLIP or the generator, making it computationally efficient and practical. In addition, our methods are not dependent on specific generative models or query words, and can be generalized. For example, we apply our method to image-editing models with two different backbone architectures, namely StyleCLIP [28] based on StyleGAN2 [17] and InstructPix2Pix [4] based on StableDiffusion [33]. 3) We evaluate our debiasing framework both qualitatively and quantitatively on a set of synthesized images from two distinct domains, specifically faces and occupations. Our results show a significant reduction of biases while maintaining image quality, demonstrating the effectiveness of our proposed techniques.

2. Related Work

**Vision-Language Pre-training.** Traditionally, pre-trained models have been restricted to only one domain (e.g., ResNet [11] for computer vision, BERT [9] for language modeling, etc.). As the demand for multi-modal machine learning continues to grow, pre-trained models have been developed to handle both image and text modalities. For instance, UNITER [7], VL-BERT [36] and SimVLM [42] are some of the pre-trained models that can handle both visual and textual inputs for tasks such as visual question answering and caption generation. Among the pre-trained vision-language models, CLIP (Contrastive Language-Image Pre-Training) [30] has gained popularity as a pre-trained model for both image and text modalities. It has shown exceptional zero-shot capabilities, matching the performance of the original ResNet50 [11] on ImageNet. After the emergence of CLIP, similar large pre-trained models have also been proposed, such as DeCLIP [25], FILIP [44], BLIP [24], etc.

**Bias in CLIP-based Models.** Exploration of biases in various pre-trained models has been mostly done in either vision (such as biases in ImageNet [20, 38, 39]) or language (e.g., biases in BERT [27, 29]). With the popularity of multimodal models such as CLIP [30], recently, [1] audited the CLIP model for various classification tasks and discovered biases. Similar studies were done by [2, 40, 41] on CLIP. For example, [40] investigates whether the multimodal representations in CLIP model incorporate human biases when employed for the purpose of image search. Similarly, [2, 41] discovered biases for the image retrieval tasks using CLIP-
embeddings. These works also propose bias mitigation techniques. For example, [40] presents a straightforward debiasing approach involving feature engineering, which entails the removal of dimensions in CLIP embeddings primarily linked to gender bias. However, this approach results in a trade-off, as it leads to substantial information loss and consequent feature degradation. To improve on this, [2] proposed prepending learned embeddings from adversarial and constrative training to text queries to reduce various biases in the image-text representation. These studies mainly show how biases in CLIP can negatively impact the classification or retrieval tasks. However, how such societal biases and stereotypes in CLIP impact the text-based image generative tasks has mostly remained unexplored. Separate from these studies, in this paper, we explore how biases in CLIP propagate to generative tasks, such as image editing.

CLIP-based Image Generation. Text-based image generation has been a rapidly evolving field in recent years, with significant advancements in generative models that use natural language as input to generate images. For example, text-to-image generative models like Imagen [34], DALL-E-2 [32], StableDiffusion [33], and image editing models such as StyleCLIP [28], Imagic [18], InstructPix2Pix [4] etc., can generate images from textual descriptions that go beyond just simple object descriptions. These models have been trained on a diverse dataset that includes both object-centric and abstract concepts. It is noteworthy that all these generation models utilize a pre-trained text encoder to encode textual descriptions into a high-dimensional latent space, which is then used by the image generator to produce high-quality images. These pre-trained text encoders are typically language models such as T5 [31] or BERT [9], or multi-modal models such as CLIP [30]. In fact, text embeddings from CLIP are predominantly used in most of the recent generative models, making it an integral part of the text-based image generation process. For our use-cases, since we would like to detect changes of protected attributes between the input and output images, we limit ourselves to CLIP-based image editing models, namely StyleGAN2-based StyleCLIP [28] and the recently proposed StableDiffusion-based InstructPix2Pix [4].

3. Approach

3.1. Preliminaries

CLIP Model. The Contrastive Language-Image Pretraining (CLIP) model is a large-scale neural network model that was proposed by [30]. The model is trained on a diverse set of image and text pairs to learn a joint embedding space that can map both images and text to a common feature space. The architecture of the CLIP model consists of two main components: an image encoder and a text encoder. The image encoder is a convolutional neural network that takes an image as input and outputs a feature vector. The text encoder is a transformer-based language model that takes a text description as input and outputs a feature vector. The two feature vectors are then projected into a shared embedding space using a linear projection layer. It uses a contrastive learning approach [6] as the training objective.

StyleCLIP. StyleCLIP [28] is a text-to-image generative model that uses a combination of CLIP and StyleGAN2 [17]. StyleCLIP sets itself apart from existing methods that depend on either manual examination, large amounts of annotated data, or pre-trained classifiers, which can be constrained in their manipulation capabilities. Instead, StyleCLIP leverages the pre-trained text embedding from CLIP, enabling it to generate manipulation directions that are not predetermined, leading to more flexible and imaginative image transformations.

To explain in more detail, let’s assume that for a given input image, we have corresponding latent codes or style vector $s \in \mathcal{S}$ in the generative model $G$. Here $\mathcal{S}$ is the style space of StyleGAN2, which is essentially the intermediate latent codes that control different properties in the generated image [43]. Our objective is to compute the necessary change in the latent space $\Delta s$ according to changes in the prompt texts $\Delta t$, so that the new manipulated image matches the target text description.

To achieve this, StyleCLIP first learns the relevancy between different channels $c$ in the style space $\mathcal{S}$ and a given direction $\Delta i$ in CLIP’s image embedding space. Specifically, for a given style vector $s$, it generates an image pair: $G(s \pm \alpha \Delta s_c)$, where $\Delta s_c$ is a zero vector, except for its $c$ coordinate. The corresponding changes in the CLIP image embedding are calculated as $\Delta i$. This process is repeated to generate a fixed number of image pairs (e.g., 100) for each channel $c$. Denoting the CLIP space direction between the resulting pair of images by $\Delta i_c$, the relevance of channel $c$ to the target manipulation is estimated as the mean projection of $\Delta i_c$ onto $\Delta i$: $\hat{R}_c(\Delta i) = \frac{1}{|\mathcal{S}|} \sum_{s \in \mathcal{S}} \Delta i_c \cdot \Delta i$ Please note that the domain of the generated images is dependent on the type of dataset on which StyleGAN2 is trained. For example, if StyleGAN2 is trained on faces, then all the generated images will also be faces.

InstructPix2Pix. One of the limitations of StyleCLIP is that it is domain-specific, e.g., it needs to be trained on specific dataset to support image editing. So, to show the generalizability of our approach to another backbone architecture and domain independent model, we consider InstructPix2Pix [33]. It is a recently proposed model that leverages the capabilities of StableDiffusion [33] and offers editing images from any domain. Here is the high level overview of InstructPix2Pix: it first leverages a fine-tuned GPT-3 [5] to produce both instructional content and edited captions. Then it harnesses the power of StableDiffusion [33] in conjunction with Prompt-to-Prompt [12] to generate pairs of
images corresponding to pairs of captions. Employing this approach, it constructs an extensive dataset containing upwards of 450,000 instances for training purposes. Then, the authors train the StableDiffusion with this generated dataset. Specifically, for an image $x$ and a pretrained image encoder $E$ from [33], the diffusion process adds noise to the encoded latent $z = E(x)$ producing a noisy latent $z_t$ where the noise level increases over timesteps $t \in T$. Then, using the generated dataset to get the image conditioning $c_I$ and text instruction conditioning $c_T$, the authors train a network $\theta$ that predicts the noise added to the noisy latent $z_t$ by minimizing the following latent diffusion objective:

$$L = \mathbb{E}_{x,c_I,c_T,t \sim \mathcal{N}(0,1)} \| z_t - \theta(z_t, t, E(c_I), c_T) \|^2.$$

This equips the model with the ability to manipulate images in accordance with provided instructions. During inference, the model uses classifier-free guidance [13] and makes use of a null token $\emptyset$ and guidance scale (e.g., $s_I$ for image conditioning, and $s_T$ for text) to achieve the desired edit. Specifically:

$$\tilde{\theta}(z_t, c_I, c_T) = \theta(z_t, \emptyset, \emptyset) + s_I \cdot (\theta(z_t, c_I, \emptyset) - \theta(z_t, \emptyset, \emptyset)) + s_T \cdot (\theta(z_t, c_I, c_T) - \theta(z_t, c_I, \emptyset))$$

Thus, InstructPix2Pix offers powerful capabilities to edit any images guided by human-authored instructions. It is worth noting that the text conditioning $c_T$ in this model relies on the CLIP text encoder. Therefore, any bias in CLIP will negatively impact the generation process (Figure 1).

### 3.2. Discovering Biases

**Query Words and Image Collection.** To discover bias in the CLIP model, we use text prompts based on the studies by [19, 37], which identify the most gender and racial-biased professions. For our investigation, we primarily select 14 occupations, including ‘Plumber’, ‘Carpenter’, ‘Nurse’, ‘Administrative Assistant’, ‘Machine Operator’, ‘Cleaner’, ‘Truck Driver’, ‘Writers’, ‘Technical Support Person’, ‘Farmer’, ‘Security Guard’, ‘Executive Manager’, ‘Military Person’, ‘Software Developers.’ Similar to [37], we use Adobe Stock API to collect around 1000 high-quality images for each profession. We choose these occupations due to their distinct styles or attires, enabling CLIP to identify each profession with high accuracy. To identify any potential biases, we augment our image collection process by including specific query terms for protected attributes before the occupation label. Specifically, we add ‘Male’ and ‘Female’ for gender and ‘White’ and ‘Black or African American’ for race. This results in two sets; one for gender ($\sim$ 500 images) and another for race ($\sim$ 500 images). We show further breakdowns for each profession in our supplementary material. We follow the same pre-processing steps as [37], which includes detecting faces using dlib’s [21] face detector and cropping the image around the face to include the upper body portion of each image. This step maintains critical information, such as race, age, gender, and accessories/attire of different occupations.

**Ranking Performance.** To discover biases in the CLIP model, we first evaluate the performance of the CLIP model in ranking images based on professions. For each profession, we create a set of images that belong to that profession and another set of images that do not belong to that profession. Then, we use the following equation to calculate the CLIP score for each image: CLIP score$(i, q) = \cosine\text{ similarity}(f_i, f_q)$, where $i$ is the image, $q$ is the query for the profession, and $f_i$ and $f_q$ are the feature vectors obtained by passing $i$ and $q$ through the CLIP model. Please refer to the supplementary materials for more information on image encoders from CLIP and how the text is processed via prompt engineering.

After assigning CLIP scores to each image in the sets using the associated queries, we proceed to rank them. To visualize the difference in performance among different occupations, we generate the ROC curve where we plot the precision against the recall (or true positive rate) for varying threshold values. The recall represents the fraction of positively ranked images (i.e., images belonging to the same profession) that were correctly identified, while the precision denotes the proportion of correctly ranked images to both correctly and incorrectly ranked ones (i.e., images not belonging to the same profession).

By examining the ROC curves for different professions, we can evaluate the performance of the CLIP model in correctly ranking images based on these queries. Ideally, images belonging to a profession should be ranked higher than others if that profession is used as a query, regardless of race and gender. However, that was not always the case. In Figure 2, we show the ROC curves for both the gender and race
CLIP model correctly focuses on the instrument, but for the race-specific features in misranked images. Visualization indicates if the model is focusing on gender or weights to obtain the GradCAM map. The GradCAM visualizations are given in the supplement.}

**Examining the Misranks.** While the ROC curves demonstrate the poor performance of CLIP in correctly classifying or ranking the images, it does not necessarily imply the presence of bias. For instance, if the target object is difficult to identify, the performance will generally be lower, regardless of individual gender or ethnicity. We can see from Figure 2 that such is the case for the query “Administrative Assistant.” This is expected since this job does not have a specific uniform or dress code, unlike professions such as plumbers or military personnel. So, to further investigate misclassifications or misranks, we present the percentage of times the model misranks for a specific gender/race in Figure 3. This figure shows that, when it misranks the images, certain genders and races are misranked more than others. For example, we can see in Figure 3a for queries “Plumbers” and “Farmers,” female plumbers and farmers are often misranked. Similar biases are observed for races as well in the right plot of Figure 3b.

Additionally, we can use GradCAM visualization [35] to see which parts of the images are highlighted for a given text query to examine misranks for evidence of biases. To do this, we pass the image through the CLIP model to obtain its representation, calculate the gradient of the target text query with respect to the output feature map of the last convolutional layer, compute the importance weights of the feature map through global average pooling of the gradients, and multiply the feature maps with the importance weights to obtain the GradCAM map. The GradCAM visualization indicates if the model is focusing on gender or race-specific features in misranked images.

Figure 4 shows some examples with GradCAM visualization. GradCAM shows, for the male plumber image, the CLIP model correctly focuses on the instrument, but for the female plumber, it focuses on her face, resulting in a misrank. Similarly, for farmer, in both cases, the model focuses on the green background. However, it gives an additional focus on female faces, causing a misrank. Additional GradCAM visualizations are given in the supplement.

**3.3. Our Debiasing Framework**

In this section, we present two approaches for debiasing CLIP-based generators.

**Text-based Debiasing.** As we have identified, many of the occupation queries exhibit a strong association with a particular gender or race in the text embedding space in CLIP. To address this bias, we can attempt to remove the gender or race component from the text embeddings. To achieve this, we employ a method similar to the approach introduced in [3], which debiases word embeddings by identifying and removing gender subspaces. To identify gender directions, [3] performs PCA [14] on commonly used female and male words. The authors [3] also provide the corpus of such words. We can then use these resulting principal components as the gender subspace to project any text embedding onto and take the orthogonal direction to remove the gender component. Mathematically, given an embedding of $t$ for the input text, we can project it onto the gender subspace $G$ and subtract the projection from the original embedding to obtain the debiased embedding $t'$. This can be expressed mathematically as $t' = t - \sum_{k=1}^{K} g_k * (t \cdot g_k) / (||g_k||_2)$, where $g_1, g_2, ..., g_K$ are the principal components in the gender subspace $G$. This process is shown in Figure 5 (left). We can then normalize $t' = \frac{t'}{||t'||_2}$ to find the desired direction.

We have significantly expanded the debiasing approach from [3] to include racial directions by utilizing two different datasets. To find the race subspace for text-based debiasing, we utilize the corpora from [10, 26] for race to uncover the relevant subspaces. A detailed explanation of our extensions, a list of these words and a visualization of sub-
Gradient-based Debiasing. Text-based debiasing method does not explicitly provide any incentive for preserving the identity of a person. To achieve this, we introduce a gradient-based latent code optimization to improve text-based debiasing in these cases. We correct the biased generated images’ latent codes such that the original person’s identity is reinstated without compromising the desired edits for the given prompt. Mathematically, if $s$ is the latent code of the manipulated/generated image and $G$ is the generator (e.g., StyleGAN2 [17] for StyleCLIP, or pre-trained VAE [23] for InstructPix2Pix), then we can preserve the identity and perceptual similarity of the original image $i_o$ and generated image $i_g = G(s)$ by minimizing the following ID loss for identity:

$$\mathcal{L}_{ID} = 1 - \text{CosineSim}(R(i_o), R(i_g)), \quad (2)$$

and LPIPS loss [46] for perceptual similarity:

$$\mathcal{L}_{LPIPS} = \|F(i_o) - F(i_g)\|_2, \quad (3)$$

where $R$ is a pretrained ArcFace network [8], CosineSim(·) computes the cosine similarity between two vectors, $F(·)$ denotes a perceptual feature extractor [46]. Additionally, to ensure that preserving identity does not deviate from the original objective to edit the image based on the text, we calculate the generated image’s relevancy to the given query $t$ using the CLIP score:

$$\mathcal{L}_{CLIP} = 1 - \text{CLIP}(t, i_g), \quad (4)$$

where CLIP(·) is a function that computes the cosine similarity between the embedding of the text $t$ and generated image $i_g$ from CLIP text and image encoder [30]. Finally, we can optimize the latent code $s$ (either directly or indirectly) to control the output from the generator $G$ via backpropagation from the following loss:

$$\mathcal{L} = \beta_1 \mathcal{L}_{CLIP} + \beta_2 \mathcal{L}_{ID} + \beta_3 \mathcal{L}_{LPIPS}, \quad (5)$$

where $\beta_1$, $\beta_2$ and $\beta_3$ are hyperparameters that control the importance of each loss term.

4. Experiments

Experimental Setup. We demonstrate the efficacy and generalizability of our debiasing techniques by employing two different models. The first one is StableDiffusion-based [33] InstructPix2Pix [4] model and the second one is StyleGAN2-based StyleCLIP [28] model. Furthermore, we use two pre-trained StyleGAN2s in StyleCLIP that are trained on datasets from two distinct domains: faces and occupations. Specifically, for StyleCLIP, we use the pre-trained model on the Flicker-Face-HQ dataset [16] for faces, and for occupations, we use the pre-trained StyleGAN2 from [37] which was trained on a dataset of around 30k occupation-related images collected from Adobe Stock called Stock-Occupation-HQ (SOHQ) (similar to the images shown in Figure 4). We also draw samples from the SOHQ pre-trained model for providing inputs to InstructPix2Pix. We refer the pre-trained StyleCLIP on faces and occupations to as ‘StyleCLIP (FFHQ)’ and ‘StyleCLIP (SOHQ)’ respectively. To perform gradient-based debiasing in the StyleCLIP, we optimize the latent code vector directly in the style space $S$ from StyleGAN2 [43] (see Section 3.1). For InstructPix2Pix, we optimize the latent code indirectly by updating $c_T$ in Equation 1. To calculate the loss in Equation 5, we perform 100 steps using Adam optimizer [22] for StyleCLIP and 50 for InstructPix2Pix. For more technical details on the extraction of faces, preprocessing, optimization procedures, and hyperparameters, please refer to our supplementary materials.

For evaluation, for each “occupation” from the 14 professions, we design text prompts as follows: we add “Face of a/an {occupation}” at the beginning for StyleCLIP (FFHQ), “A/An {occupation} person” in the end for
StyleCLIP (SOHQ) and “A photo of a person who is a {occupation}” for InstructPix2Pix. Please note that for image manipulations, we avoid creating baselines based on assumed gender/race information. For example, we do not ask the model to generate “A female plumber,” but rather “A plumber.” Moreover, there can be multiple protected variables (e.g., age), and it can easily become infeasible to manually mention them in the prompt to create such baseline.

Qualitative Results. We present results from both text-based and gradient-based in Figure 6. Our first observation is that due to biases in CLIP, the outputs for both StyleCLIP and InstructPix2Pix get heavily biased. For example, the biases are manifested by altering the perceived age of a young person for the occupation of “writer,” by changing the skin tone or race of a person for “farmer” and “software engineer,” by adding mustache for female faces for “carpenter” and “plumber,” etc.

For these examples, we can also see text-based debiasing technique is effective mostly in the case of StyleCLIP for removing gender bias. Unfortunately, this approach is not universally effective, especially when dealing with racial biases or images that necessitate intricate alterations according to the given text prompts. For example, Figure 7 shows the output from StyleCLIP (FFHQ) for the text “Face of a software developer” and the text-based debiasing failed to maintain the original identity of the person. This limitation of text-based debiasing for complicated images like these is even more noticeable in the case of StableDiffusion-based InstructPix2Pix model in Figure 6. We can see, in this case, the text-based debiasing method even fails to remove the gender bias for the profession “plumber.”

Looking at Figure 8, we observe that combining different losses has varying effects (a detailed ablation study with varying respective $\beta$ values is in the supplementary). However, in all cases, our gradient-based debiasing approach
yields better images than text-based debiasing, with the use of all three losses producing the best results. This is also reflected in Figure 6, where our gradient-based debiasing with all three losses combined performed the best.

Quantitative Results. To quantitatively evaluate how similar the generated images, $i_g$, are to the original images, $i_o$, in terms of protected attributes $p$ with $i = 1...d$ different values, we calculate the average RMSE (Root Mean Squared Error) of the attribute prediction scores from a pre-trained attribute classifier $A_p$ as follows: $\text{RMSE} = \sqrt{\frac{1}{d} \sum_{i=1}^{d} (A_p(i_g) - A_p(i_o))^2}$. A lower score indicates better performance, as it implies that the generated images are more similar to the original images in terms of the protected attribute (0.0 being the ideal). Please note that by calculating the distances between distribution shifts from the classifier instead of measuring absolute accuracy values, we avoid categorizing/assuming gender/race.

For our evaluation, we choose three protected attributes: gender, race & age, and use a pre-trained attribute classifier from Fairface [15], a dataset with a balanced ratio of images with protected attributes. This classifier has prediction heads for binary genders (male and female), 7 different races: White, Black, East Asian, Southeast Asian, Latino, Indian, and Middle Eastern, and 10 distinct age groups, each separated by a decade (e.g., 0-9, 10-19, ..., 90+). Simultaneously, our aim is to assess if the images align with the intended modifications for the associated occupational text. To accomplish this, we utilize the occupation classifier from [37], which exhibits 95% top-5 accuracy. We calculate the mean prediction scores for the relevant profession using this classifier, where a higher score indicates better performance (1.0 being the highest). It is important to note that we use pre-trained models for evaluation that were not used during our training to ensure a fair comparison. For each of 14 professions, we edit 40 images for all of the models using the model specific engineered prompts as mentioned in the setup. The results of our evaluation are presented in Table 1. The gradient-based debiasing approach achieved the lowest scores for all protected attributes, followed by the text-based debiasing approach, indicating the effectiveness of our debiasing methods. We can see, while debiasing, there is a tradeoff in profession prediction score. In Figure 6, we can see that the impact of such compromise is quite low, since a decline in the profession prediction scores from the weak predictor [37] does not translate to a significant alteration of the necessary semantic changes for the given text prompt. On the other hand, a small difference in protected attribute scores can significantly alter a person’s identity, as reflected in the Figure 6. Overall, our proposed gradient-based debiasing technique achieves the best tradeoff for the effectively editing the input images without altering identities. Although in this quantitative study, we have limited ourselves to 14 jobs (as supported by the weak predictor from [37]), we should emphasize that biases in CLIP are not only limited to these queries only. For example, Figure 1 shows the bias for the query “A photo of a person who is an executive officer” which does not belong to the 14 professions. Since our debiasing framework does not depend on input text and thus is generalized, we can also see our proposed model can successfully mitigate biases in this case (more examples are in the supplementary).

5. Conclusion
As the CLIP model is widely used for various tasks, it is important to address if any bias in CLIP negatively impacts the given task. In this paper, we have discovered such biases in text-based image editing task. We have also proposed a debiasing technique that can mitigate these biases without retraining CLIP or the generative model. We have showcased the effectiveness of our proposed method, both qualitatively and quantitatively, by utilizing two CLIP-based image editing models: one is StyleGAN2-based StyleCLIP and another is StableDiffusion-based InstructPix2Pix. Since our debiasing framework does not depend on any specific queries or model architectures, researchers as well as practitioner can concentrate on applying them to address the biases stemming from CLIP-based generative models.

Table 1. Comparison of performance. We report RMSE for Gender, Race & Age (between the original & generated, ↓ = lower better) and prediction scores for Profession (↑ = higher better).

<table>
<thead>
<tr>
<th>Model</th>
<th>Attribute</th>
<th>Before Debiasing</th>
<th>Debiasing Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Text-based</td>
<td>Gradient-based</td>
</tr>
<tr>
<td>StyleCLIP (FFHQ)</td>
<td>Gender ↓</td>
<td>0.3007</td>
<td>0.2359</td>
</tr>
<tr>
<td></td>
<td>Race ↓</td>
<td>0.1092</td>
<td>0.1124</td>
</tr>
<tr>
<td></td>
<td>Age ↓</td>
<td>0.1382</td>
<td>0.1332</td>
</tr>
<tr>
<td></td>
<td>Profession ↑</td>
<td>0.2033</td>
<td>0.1812</td>
</tr>
<tr>
<td>StyleCLIP (SOHQ)</td>
<td>Gender ↓</td>
<td>0.2663</td>
<td>0.1691</td>
</tr>
<tr>
<td></td>
<td>Race ↓</td>
<td>0.1646</td>
<td>0.1498</td>
</tr>
<tr>
<td></td>
<td>Age ↓</td>
<td>0.1394</td>
<td>0.1278</td>
</tr>
<tr>
<td></td>
<td>Profession ↑</td>
<td>0.2228</td>
<td>0.2133</td>
</tr>
<tr>
<td>InstructPix2Pix</td>
<td>Gender ↓</td>
<td>0.3505</td>
<td>0.2988</td>
</tr>
<tr>
<td></td>
<td>Race ↓</td>
<td>0.1942</td>
<td>0.1740</td>
</tr>
<tr>
<td></td>
<td>Age ↓</td>
<td>0.1252</td>
<td>0.1003</td>
</tr>
<tr>
<td></td>
<td>Profession ↑</td>
<td>0.3463</td>
<td>0.3151</td>
</tr>
</tbody>
</table>
References


