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Abstract

In scientific publications, a substantial part of the infor-
mation is expressed via figures containing images and dia-
grams. Hence, the retrieval of relevant figures given a nat-
ural language query is an important real-world task. How-
ever, due to the lack of training and evaluation data, most
existing approaches are either limited to one modality or fo-
cus on non-scientific domains, making their application to
scientific publications challenging.

In this paper, we address this gap by introducing two
novel datasets: (1) SciOL, the largest openly-licensed pre-
training corpus for multimodal models in the scientific do-
main, covering multiple sciences including materials sci-
ence, physics, and computer science, and (2) MuLMS-
Img, a high-quality dataset in the materials science do-
main, manually annotated for various image-text tasks.
Our experiments show that pre-training large-scale vision-
language models on SciOL increases performance consid-
erably across a broad variety of image-text tasks includ-
ing figure type classification, optical character recognition,
captioning, and figure retrieval. Using MuLMS-Img, we
show that integrating text-based features extracted via a
fine-tuned model for a specific domain can boost cross-
modal scientific figure retrieval performance by up to 50%.

1. Introduction
In research and development alike, it is crucial to be

aware of state-of-the-art scientific results, which are usu-
ally published in the form of scientific articles. The number
of potentially relevant publications is typically very large
and grows exponentially [5], and targeted automatic infor-
mation retrieval systems could be of great value to solving
real-world problems. Most systems to date, however, are
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Figure 1: Real-world application of SciOL-CoCa: Scien-
tific figure retrieval for the materials science domain.

limited to textual retrieval. Yet, figures play a central role
in scientific publications, often conveying important infor-
mation including experimental outcomes. Image retrieval
systems are predominantly trained on images from non-
scientific domains, which are distinctly different from those
in scientific fields [70]. While non-scientific images often
show natural scenes or objects, scientific images might fea-
ture curves in plots or specific data visualizations. Exist-
ing scientific image retrieval models [16, 41, 70] are limited
to the biomedical and life science domains. They leverage
image-text models designed for natural images [47]. These
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systems have two shortcomings: (1) they are biased towards
the training data domain and (2) they rely on the model’s
ability to implicitly understand text within figures at pixel
level and disregard additional information such as captions.

In this paper, we address this gap by introducing two
novel datasets. We first present SciOL (Openly-Licensed
Scientific Publications), a large-scale automatically derived
dataset consisting of scientific publications including their
image-caption pairs, which can, i.a., be used as pre-training
data for various downstream tasks such as figure retrieval or
captioning. In contrast to existing similar datasets [23, 70],
SciOL covers a broad variety of scientific fields, including
materials science, mathematics, physics, computer science
and economics. The included papers all have permissive
licenses, ensuring a broad applicability of our dataset.

Second, we present the Multi Layer Materials Science
Image Corpus (MuLMS-Img), providing high-quality man-
ual annotations for figure type classification and text recog-
nition in scientific figures. It also contains queries written
by a domain expert, enabling us to perform figure retrieval
experiments and to evaluate our models trained on SciOL in
a real-world setting (see Figure 1).

In our experiments, we find that pre-training state-of-the-
art models on SciOL improves performance across vision
and vision-language tasks by a large margin. Our results
also show that integrating figure captions and the output of
optical character recognition (OCR) as features leads to a
performance boost of around 50% for cross-modal scientific
figure retrieval in a specific domain. This indicates the im-
portance of our annotations for different multi-modal tasks,
and shows how our pre-trained model can be adapted to fur-
ther domains with limited effort. To sum up, we make the
following contributions:
• We build and release SciOL, a large-scale openly-licensed

dataset of English scientifc publications converted into
semi-structured data. It consists of over 18 billion to-
kens and over 18M image-text pairs extracted from 2.75M
publications, making it, to our knowledge, the largest col-
lection of openly licensed text- and image-text data.

• We present MuLMS-Img, a high-quality dataset from the
materials science domain, annotated for a variety of text-
image tasks, i.e., figure type classification, OCR and text
role labeling, and figure retrieval.

• We train different models for scientific figure captioning
and retrieval, tailoring them to the scientific domain and
real-world applications via pre-training on SciOL and in-
vestigating the effects of combining the results of differ-
ent text-image tasks from MuLMS-Img.

• We open-source the SciOL metadata-catalog with infor-
mation about source and contents of the publications and
the semi-structured pre-training corpus.1

1https://github.com/boschresearch/
sciol-wacv-2024

2. Related Work
Multimodal and Domain-Specific Pretraining. Vision

language pretraining (VLP) aims at learning universal and
transferable image and text features that generalize well on
a variety of downstream applications [67, 1, 33] through
multimodal pre-training tasks, such as image-text retrieval
[59, 72, 7, 69, 30, 27, 35, 3, 47, 34], caption generation
[74, 12, 66, 64], and text-to-image generation [49, 51, 68].
Inspired by the great success in natural language process-
ing, transformer-based architectures [62] have also gained
popularity in computer vision [15]. Multimodal feature fu-
sion has shown to capture fine-grained dependencies be-
tween visual and text features [7, 30, 35, 3, 34, 33], e.g.,
through inter- and intra-modality attention. Another recent
trend uses unified architectures to jointly optimize multiple
objectives [34, 67, 1, 33]. To the best of our knowledge,
our work is the first including an autoregressive caption-
ing task [67] in addition to generating visual and textual
representations into the pre-training of a scientific vision-
language model. Recent methods for VLP in the scien-
tific domain use medium to large-scale scientific pretrain-
ing datasets crawled from indexing services [19, 23, 16, 70].
Our method is most similar to [65, 41, 24, 16, 70], who pre-
train models based on the CLIP architecture [47] on larger-
scale scientific datasets with an image-text matching objec-
tive. However, these models focus on either the biomedical
or the computer science domain only. In contrast, our work
covers a broader range of scientific topics.

Scientific Figure Retrieval and Captioning. Similar
to the natural image domain, scientific figure retrieval is
based on aligning image and text embeddings in a joint fea-
ture space by encoding the text and pixel information with
uni-modal networks [72, 65, 41, 24, 16, 70]. Recent work
on captioning and figure question answering propose tak-
ing into account the special structure of scientific figures.
These models aim at generating a structured representation
for each image, which are the basis for further processing
using heuristic [6, 2] or neural networks [57, 43]. While this
works well for charts, it does less so for other types of scien-
tific figures such as illustrations or photographs. Our work
combines the strengths of these approaches: we leverage
powerful image-text embeddings from a pretrained large-
scale vision-language model. However, because text plays
a crucial role in scientific figures, we also explicitly detect
and extract the text within figures, enhancing image repre-
sentations by embeddings of this extracted text.

Scientific Datasets. Application-oriented datasets span
a wide range of modalities and tasks, including vision (e.g.,
classification [63], detection [11]), language (e.g., concept
extraction [18]), and their intersection (e.g., visual question
answering [29, 42, 6, 32], image captioning [43, 50], and
data extraction [11]). These datasets are mostly manually
curated and annotated to develop and evaluate task-specific
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Figure 2: Construction of our datasets: left: SciOL, right: MuLMS-Img.

models. To the best of our knowledge, MuLMS-Img, which
we present in this work, is the first image-text dataset in the
materials science domain.

Existing scientific pre-training datasets for VLP focus
on particular domains, e.g., the (bio-)medical domain [70]
or computer science [23]. In contrast, we collect publica-
tions from various scientific domains, such as computer sci-
ence, physics, engineering, and mathematics. We ensure
that all content is openly licensed and publish the full text
and metadata alongside the image-caption pairs.

3. New Image-Text Datasets for Science
In this section, we describe the collection, annotation and

corpus statistics of each dataset, and analyze the quality of
our new corpora. The construction is illustrated in Figure 2.

3.1. SciOL: Scientific Openly-Licensed Dataset

We first present SciOL, the largest scientific multimodal
and permissively licensed image-text corpus to date.

3.1.1 Data Collection and Integration

To select journals and articles, we use the indexing ser-
vices of PubMed2 and DOAJ3. We exclusively select arti-
cles licensed under CC-0, CC-BY 2.0, CC-BY 3.0, CC-BY
4.0, MIT and Apache2.0, to ensure the availability for both
academic and industrial research. While the PubMed in-
dex already includes license information, the DOAJ end-
point does so only for journals. Therefore, we first filter
journals by the specified licensing terms and select articles
from these journals based on the ISSN or eISSN. As jour-
nals might not publish under an exclusive license, we treat
the selected articles only as candidates, where the licensing
needs to be confirmed either when downloading the articles
or during cleaning. We keep only English articles and per-
form deduplication.

2We use the PMC Open Access - Commercial Use Subset [44] as index
3We access DOAJ through the OAI-PMH endpoint [45].

PubMed offers the download of article files through
the individual download endpoint of the FTP service [44].
DOAJ only indexes publications but does not distribute
them. We found that the provided URL leads to the article
PDF only for 20% of our selected articles. In the remain-
ing cases, the URLs direct to the webpages of the journal
where the PDF resource is linked. To retrieve the PDF data,
we either extract its web address from the response header
if present, or search for keywords in the display text indicat-
ing anchors that contain the URL referring to the PDF data.
However, this process is noisy and generates multiple candi-
dates for each article, as the webpage might contain URLs
for additional file formats or other files. We download all
files and filter out false positives.

3.1.2 Cleaning and Staging

We next prepare the data for processing in the context of
VLP tasks (Section 4). We first convert the PDF files into
semi-structured data, i.e., we extract and structure text ele-
ments and match figures and corresponding captions. The
PubMed data provides images and text in a semi-structured
XML format. We clean the text from typesetting commands
and extract the captions associated with each image. For
DOAJ-indexed files, we clean the raw downloads by remov-
ing all non-PDF files and filtering by license. We then con-
vert the PDFs into a semi-structured format. We apply Pub-
LayNet [73] with the layoutparser [55] framework for lay-
out detection and VILA [54] for text extraction and word-
level classification into categories such as body text, section
header or caption. We then group the text into paragraphs
using the DBScan clustering algorithm [17] keeping the lin-
ear text ordering the same as in the original.

Next, we extract figures and match them to the cor-
responding captions. Since captions might be positioned
above or below figures, we find the optimal matching with
the Hungarian algorithm [31]. We set the cost to the mini-
mum of the absolute pixel distance between the top of the
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Domain Avg. # Tokens # Figures

LAION 2B web images 9.9 2300M
SciCap computer science 41.3 0.42M
PMC15M biomedicine 110.0 15.28M

SciOL (ours) science 75.8 18.13M

Table 1: Corpus statistics for various multimodal datasets.
Numbers for PMC15M are from [70]. For the other datasets
we use the NLTK punkt tokenizer [4] and estimate the avg.
# tokens for LAION 2B from 10% of all samples. LAION
2B is constructed from the Common Crawl [53].

caption and the bottom of the figure and the bottom of the
caption and the top of the figure. As this results in a bipar-
tite matching, false positive figure detections are typically
discarded. In addition, we provide the extracted body text
of the publications, i.e., any text that does not belong to the
title, abstract, bibliography or captions.

3.1.3 Computational Effort

In the data collection step (Section 3.1.1), we process about
25 TB of data over a period of five days, distributing the
load on 20 single CPU workers. For cleaning and staging
(Section 3.1.2), we distribute the processing on both multi-
CPU only and GPU workers. The layout detection and text
extraction and classification are performed on V100 GPUs.
For the clustering, rendering and matching we employ CPU
workers. Parsing all files takes approximately 150 single-
worker-days, with the inference of VILA and rendering of
the PDFs being the major bottleneck.

3.1.4 Dataset Statistics

Table 1 compares the statistics of SciOL to prior multi-
modal datasets. With over 18M caption-image pairs, SciOL
is the biggest multi-modal corpus in the scientific domain,
and also the largest collection of permissively licensed
image-text pairs. While PMC15M also contains around
15M figures, it has not been filtered for open licenses and
is limited to the biomedical domain. According to Table 1,
scientific figures have much longer captions than web im-
ages, making the modeling more challenging, which is in
line with prior work [23, 70]. The average caption length
of SciOL is between that of SciCap (Computer Science and
Machine Learning) and that of PMC15M (biomedical and
life sciences), which is expected as it includes articles of
several scientific domains. In total, SciOL contains more
than 18 billion tokens for language modeling which makes
it roughly 25 times larger than the permissively licensed
arXiv abstracts corpora [61] and about 5 times larger than
the PubMed abstracts corpora [20] (Table S1).

Body Text Captions
Approach S↓ I↓ D↓ WER↓ WER↓

Ours 6.9 14.5 8.5 29.9 36.1
pdffigures2.0+pdfplumber 38.5 15.2 33.3 87.0 64.1

Table 2: Extraction quality in terms of substitutions (S), in-
sertions (I), deletions (D) and word error rate (WER) in %.

3.1.5 Corpus Quality Analysis

To evaluate the quality of data conversion and extraction, we
make use of the PDF and XML files provided by PubMed.
The latter also contains the plain text, hence, we can use
them as the ground truth. We randomly sample 1000 publi-
cations and process the PDF files with our pipeline. As eval-
uation metric, we use the word error rate (WER), i.e., the
sum of the number of substitutions, insertions and deletions
needed to convert the extracted text into the ground-truth
text, normalized by the number of words per document.

We evaluate the extraction of captions and body text in-
cluding the abstract separately. If a caption has not been
retrieved, the WER is set to 100. The individual scores are
averaged on document level. As out-of-the-box baseline,
we extract captions and images with pdffigures2.0 [9] and
body text with pdfplumber [56]. Table 2 presents the results,
showing that our tailored approach is effective. According
to our qualitative analysis, in contrast to our approach, the
baseline seems to have issues with multi-column layouts.

3.2. MuLMS-Img Dataset

The Multi-Layer Materials Science (MuLMS) corpus
[52] is a dataset of 50 scientific publications in the mate-
rials science domain annotated for various natural language
processing tasks. MuLMS-Img extends this dataset by pro-
viding annotations for various image-text tasks.

3.2.1 Data Selection and Annotation Process

The 50 articles included in MuLMS stem from the SOFC-
Exp corpus [18], the OA-STM corpus [28], PubMED and
DOAJ, and are all licensed under CC-BY. Image-level an-
notations, such as class labels, OCR and text role annota-
tions, are created using the labelimg [60] tool. The two an-
notators, who are part of a professional in-house team spe-
cialising in image annotation services, do not have a back-
ground in materials science, but for the type of annotations
they created, no deeper interpretation of the diagrams was
necessary. The retrieval queries are written by two experts
from the materials science domain, one graduate student of
the materials science and one materials science researcher
with a degree in environmental engineering. During anno-
tation, we constantly checked the data quality based on our
guidelines and discussed corner cases with the annotators.
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Query 1: Graphical representation of the steps involved in water-induced
sulfur removal from sofc anode ni nanoparticles on bzcyn in presence of
amorphous bao.
Query 2: Sulfur removal schematized mechanism induced by water in
sofc anode with ni nanoparticles and amorphous bao.

Figure 3: Image (source: [58]) from MuLMS-Img anno-
tated with bounding boxes and text queries for retrieval.

3.2.2 Tasks and Annotation Guidelines

In materials science publications, information about exper-
iments and their outcome is often spread across figures,
captions, and body text. For an effective figure caption-
ing and retrieval, it is essential to combine this information.
To develop computational models for this challenge, we in-
troduce the following subtasks (partially illustrated in Fig-
ure S2) and provide human annotations for them:

Figure Type Classification constitutes a multi-class classi-
fication task of identifying the type of a figure, e.g., chart
types such as bar plot, photograph or illustration. These
annotations could be used to restrict retrieval on particular
figure types. Each figure is labeled with a class label from
a taxonomy of nine chart types, photographs and illustra-
tions (for a full list see Supplementary S3.2.2). We build
on existing taxonomies, such as UB-PMC [11], but merge
horizontal and vertical classes, e.g., for bar charts, and add
two classes (photography and illustration).

Optical Character Recognition (OCR) and Role Label-
ing requires bounding-box detection and transcription of
the text within the bounding box, plus identifying the role
of the content in the figure, e.g., ticks, legends, or axis la-
bels (for a full list see Supplementary S3.2.3). Typesetting,
following the LaTeX syntax, is used for mathematical ex-
pressions, such as subscripts or superscipts.

Figure Retrieval is based on brief, search-style textual
queries. Our aim is to create real-world search queries that
might be used in a retrieval system, where the style typically
deviates from the descriptive and wordy nature of captions.
For selected figures from MuLMS-Img, a domain expert (a
materials science graduate student) provides textual queries.

Annotation Type Count

Figure type 1,075
OCR annotations 13,701
Figure retrieval queries 78

Table 3: Corpus statistics for MuLMS-Img.

3.2.3 Statistics of Dataset

Table 3 shows the number of annotations for the MuLMS-
Img dataset. The distribution of figure type annotations is
highly imbalanced with the two majority classes accounting
for ≥ 51% of all samples (Supplementary S3.3). Each im-
age contains 12.7 OCR annotations on average. The loca-
tion distribution of the bounding box annotations is skewed
towards the left side and bottom of the images (Supplemen-
tary S3.3). Text within these annotations have an average
length of 10.2 characters. MuLMS-Img contains a total of
78 figure retrieval queries. Due to the search-style writ-
ing, queries only consist on average of 10.5 tokens, which
is much lower than the average token count for scientific
figure captions (compare Table 1).

4. SciOL-CoCa: A Large-Scale Vision-
Language Model for the Scientific Domain

In this section, we illustrate how a model pretrained on
SciOL can be used for downstream tasks using MuLMS-
Img as benchmark dataset. Figure 4 provides an overview
of the training and application process.

4.1. Model Architecture

We use the CoCa architecture developed for building
image-text representations and image captioning for non-
scientific images [67] and propse the following modifica-
tions for the scientific domain.

Vision encoder: Following the CoCa-ViT-B32 [26] im-
plementation, we employ a Vision Transformer [14] with
12 layers and learnable positional encodings as the image
encoder. Scientific figures, however, come with a special
challenge compared to images from other domains: they
often contain fine-grained contents and include text within
the figures. To be able to also attend to such information,
we select an input resolution of 300×300 pixels and set the
patch size to 16 × 16 pixels (compared to 224 × 224 and
32× 32 for CoCa-ViT-B32 [26]).
Text encoder: Similar to Yu et al. [67], we use a Trans-
former [13] as unimodal text encoder. In Section 3.1.4, we
have shown that captions in scientific text tend to be rather
long. To model this, we increase the maximum input se-
quence length from 77 to 256 tokens allowing us to model
90% of the captions in our corpus without information loss.
Text decoder: The causal text decoder follows the archi-
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Figure 4: SciOL-CoCa: model pre-training, fine-tuning and application to real-world use cases.

tecture of the CoCa-ViT-B32 model [67]. It uses cross-
attention to combine the features from the two unimodal
encoders. Similar as for the text encoder, we change the
maximal output sequence length from 77 to 256 tokens.

4.2. Pretraining on SciOL

We sample 85% of the SciOL caption-image pairs at ran-
dom to construct a pretraining dataset. The remaining 15%
of the data are used for validation (5%) and testing (10%).
The dataset split will be made available for reproducibil-
ity. Detailed training settings can be found in Supplemen-
tary S5.

Following the recent trend of using multitask learning
during pretraining [34, 33, 67], we leverage SciOL for
image-to-caption generation, and representation learning
pretraining. We jointly optimize two objective functions
during training as proposed by Yu et al. [67]: an image-
caption generation loss and a contrastive learning loss for
representation learning. Similar to Li et. al [34] we em-
ploy momentum encoders [21] for the visual and text en-
coder to increase the number of negative samples for con-
trastive learning. Details on the joint objective can be found
in Supplementary S4. To reduce the memory footprint and
required computing resources during pre-training, we fol-
low [37] and randomly mask 50% of the visual tokens dur-
ing all training epochs except for the final one where we
disable masking. Ablations on the effect of this final un-
masked finetuning can be found in Supplementary S6.1.

4.3. Application to Downstream Tasks

We apply SciOL-CoCa to several downstream tasks and
real-world use cases: figure type classification, captioning
and retrieval. For figure caption generation and zero-shot
figure type classification, we encode the figure with the vi-
sion encoder of SciOL-CoCa. For the former, we then gen-
erate the most-likely caption using its text decoder. For the
latter, we compute the cosine similarity between the image

embedding and the text embeddings of the class labels and
select the label with the highest matching score as the pre-
dicted class. SciOL-CoCa is also the backbone for our fig-
ure retrieval system, which we describe next.

5. Application to Figure Retrieval (MuLMS-
Img)

For extracting additional text-based features from scien-
tific figures and text, we fine-tune models for the MuLMS-
Img tasks, using a combination of MuLMS-Img and 2022
CHART-Infographics UB-Unitec PMC Dataset (UBPMC)
[11] shared task data. The latter contains image annotations
such as class labels, bounding box and text annotations for
the related domain of biomedical chart figures. For abla-
tions on the training data and setup see Supplementary S6.

For extracting text from images, we propose Sci-TrOCR,
a two-stage model for text detection and text recognition.
First, for identifying text within the image, we use a faster
RCNN [48] with feature pyramids [39] as bounding box re-
gressor for textual region and initialize the feature extractor
with weights pretrained on MS-COCO [40]. In the second
stage, we use TrOCR-Base [36] to transcribe text from the
extracted regions and initialize with pretrained weights on
the SROIE dataset [25].

Figure retrieval requires a representation of the textual
query as well as a representation of the images in our cor-
pus. We pre-prend a special classification token [CLS] to
the textual query and embed it with SciOL-CoCa. We use
the embedding of this token as query embedding. For the
figure embeddings, we encode the figures with the vision
encoder of SciOL-CoCa. For ranking figures with regard
to a textual query, we use cosine similarity between the re-
spective embeddings.

To test our hypothesis that it may be beneficial to lever-
age textual information explicitly extracted from the im-
ages, we combine the pre-trained SciOL-CoCa model from
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UBPMC MuLMS-Img
F1-mac.↑ F1-mic.↑ F1-mac.↑ F1-mic.↑

BioMed-CLIP [70] 32.1 34.7 17.7 26.1
CoCa-ViT-B32 [26] 36.5 44.0 33.9 54.6
SciOL-CoCa 39.4 46.0 39.8 61.4

Table 4: Zero-shot figure type classification results in %.

Section 4 with the text-based features described above for
our real-world use case of figure retrieval. We aggre-
gate the image representation obtained by the vision en-
coder of SciOL-CoCa with a vector representing the cap-
tion and a vector representing the OCR-extracted text, each
L2-normalized to unit scale.
• Caption. We encode the caption of each figure with the

text encoder of our SciOL-CoCa model and use the latent
representation of the CLS-token as feature vector.

• OCR. We use our OCR network to extract text from
each image. The text is aggregated into a single comma-
separated query and encoded with SciOL-CoCa as OCR
feature vector.

6. Experiments and Results
To demonstrate the effectiveness of large-scale pretrain-

ing on our proposed SciOL dataset, we evaluate our models
on multiple downsteam tasks in the scientific domain.

6.1. Figure Type Classification Experiments

We evaluate our model on the MuLMS-Img figure type
annotations and on the UBPMC [11] dataset in a zero-shot
setting, i.e., we use the model to encode both the image and
the string representations corresponding to the names of the
figure types and rank the latter by cosine similarity w.r.t. the
image embedding.

UBPMC consists of chart images with fine grained figure
type annotations, e.g., “horizontal interval chart” or “Man-
hattan plot.” Following Davila et. al [11], we use F1-macro
as our primary evaluation metric and report the micro scores
in addition (further results see Supplementary S6.3).
Results. Table 4 shows the large positive effect of pre-
training on our SciOL dataset (SciOL-Coca vs. CoCa-ViT-
B32). In addition, we compare our results to BioMed-
CLIP [70], a CLIP-based model pre-trained on PubMed.
BioMed-CLIP performs considerably worse, especially on
MuLMS-Img. We find that SciOL-CoCa performs better or
on par across all classes, with the highest increase in class-
wise F1 score for “micrograph/photograph” (∆F1 = 40.8)
and “area chart” (∆F1 = 66.7).

6.2. Figure Captioning Experiments

We evaluate SciOL-Coca on the downstream task of fig-
ure captioning, ensuring that the evaluation data does not

HCI-alt-text charts SciOL test
Rouge↑ BERTScore↑ Rouge↑ BERTScore↑

CoCa-ViT-B32 [26] 7.7 78.2 8.7 78.4
SciOL-CoCa 14.4 81.3 22.7 83.2

Table 5: Figure captioning on the HCI-alt-text and SciOL.

CER↓ UBPMC MuLMS-Img

TrOCR [36] 46.1 53.7
Sci-TrOCR 13.5 14.7

Table 6: Normalized character error rate (CER) on the
UBPMC and MuLMS-Img text-recognition test subsets.

overlap with SciOL. As SciCap [23] and ImageCLEF [50],
which are collected from PubMed and ArXiv, might con-
tain overlaps, we resort to the HCI alt-text dataset [8] for
our evaluation. It consists of 3386 scientific figures with
alt-text descriptions extracted from publications on Human-
Computer Interaction and accessibility. To measure the sim-
ilarity between the generated and ground-truth descriptions,
we use BERT-Score [71] and ROUGE [38].
Experimental Results. Table 5 shows the captioning re-
sults of CoCa-VitB32 and SciOL-CoCa on the two test
datasets. Further pre-training on SciOL leads to large im-
provements for both datasets. Even though CoCa-VitB32
has been trained on a shorter sequence length (77 tokens)
compared to sciol (255 tokens), we observe that both mod-
els generate captions with similar sequence length of 36 to-
kens (HCI-alt) and 53 (SciOL) in the case of CoCa-VitB32
and 38 tokens (HCI-alt) and 48 tokens (SciOL) in the case
of SciOL-CoCa. Therefore, we hypothesize that the adap-
tation to the domain-specific language of scientific captions
is the main reason for the improvement in evaluation per-
formance.

6.3. Optical Character Recognition Experiments

We evaluate Sci-TrOCR, our text recognition model on
the test split of MuLMS-Img and on the test set of UBPMC
[11]. For the latter, we use the text-recognition subsets that
come with ground-truth bounding box annotations and the
contained text, following the same annotation scheme as
MuLMS-Img. For evaluation, we compute the character er-
ror rate (CER), normalized over the ground truth text length.
Results. Table 6 shows the results of the TrOCR model
trained on SROIE [25] as well as our adapted version Sci-
TrOCR, which is finetuned on MuLMS-Img and UBPMC
data. Sci-TrOCR outperforms TrOCR by a large margin.
We assume that the reasons for this are a better alignment
with the domain-specific vocabulary as well as the dataset-
specific typesetting, e.g., of mathematical formulas.
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6.4. Cross-Modal Figure Retrieval Experiments

Finally, we turn to the downstream task of cross-modal
figure retrieval. We test two settings: (a) In the text-to-
image (t2i) setting, we use figure captions as queries, and
the domain-expert written MuLMS-Img retrieval queries.
(b) In the image-to-text (i2t) setting, we use images as
queries with the goal to retrieve the corresponding caption.
We evaluate SciOL-Coca on the SciOL test split, calculating
both i2t retrieval and t2i retrieval scores. Since MuLMS-
Img is composed of comparably few samples, we add 20%
of the figures from the SciOL test split as negative samples
and only calculate i2t scores. Following Section 5 we exper-
iment with adding the text extracted with Sci-TrOCR from
the figure (referenced as OCR) and the ground truth caption
to the visual representation for the evaluation on MuLMS-
Img. To evaluate retrieval performance, we calculate re-
call@K at ranks 1, 5 and 10, measuring the proportion of
relevant images or texts that are correctly returned within
the top K results.
Results. Table 7 shows figure retrieval results on the SciOL
test split. Pre-training on SciOL largely improves perfor-
mance compared to using non-scientific models (CoCa-ViT-
B32). We also observe an improvement of 61% in text-to-
image and 84% in image-to-text retrieval score at rank one
compared to Biomed-CLIP. We argue that this is due to in-
cluding more scientific areas compared to Biomed-CLIP.

Table 8 shows the t2i retrieval results on the MuLMS-
Img queries. While we again notice the benefit of training
on SciOL compared to non-scientific data (CoCa-ViT-B32),
this performance increase is smaller compared to the evalu-
ation on SciOL. Suprisingly, Biomed-CLIP performs poorer
than CoCa-ViT-B32. By adding textual features, we can ob-
serve a large increase in the retrieval performance on the
MuLMS-Img queries. Especially adding OCR yields gains
of 13pp. in R@5 and 18pp. in R@10, nearly doubling the
scores of our base SciOL-CoCa. We hypothesize that this
is due to the limited implicit OCR capability of the visual
encoder, especially in examples where both the query and
figure explicitly mention a quantity or material. Extracting
the figure text might allow more fine grained reasoning over
the text with the figure. Finally, by combining pixel infor-
mation, the caption and OCR, our model achieves an R@5
of 35.5%, making our system, in contrast to general-domain
solutions, usable in real-world settings.

Human evaluation. Complementary to previously con-
sidering the MuLMS-Img query and figures as ground truth
pairs, we conduct a human evaluation to measure the re-
trieval quality of all top 5 retrieved images given a search
query. We task a domain expert, a graduate student of mate-
rials science with the evaluation, and calculate t2i precision
and recall at rank 5. If an image is judged as relevant in
this step, we add it to the relevant images for the respective
query. The human annotator did not see which model per-

text-to-image ↑ image-to-text ↑
R@1↑ R@5↑ R@10↑ R@1↑ R@5↑ R@10↑

CoCa-ViT-B32 [26] 1.2 2.3 3.0 0.7 1.5 1.9
BioMed-CLIP [70] 6.2 11.4 13.8 5.6 10.6 12.9
SciOL-CoCa 10.0 19.1 23.5 10.3 19.9 24.6

Table 7: Zero-shot scientific figure retrieval on the SciOL
test set (using captions as queries).

MuLMS-Img queries human eval
R@1↑ R@5↑ R@10↑ R@5↑ P@5↑

BioMed-CLIP [70] 3.9 9.2 9.2 35.9 5.7
CoCa-ViT-B32 [26] 7.8 11.8 18.4 27.5 5.5
SciOL-CoCa 10.5 15.8 19.7 44.3 8.8

SciOL-CoCa text-only 10.5 13.2 14.5 - -
SciOL-CoCa+caption 18.4 27.6 32.9 - -
SciOL-CoCa + OCR 15.8 29.0 38.2 - -
SciOL-CoCa+caption+OCR 23.7 35.5 42.1 77.4 15.6

Table 8: Zero-shot t2i retrieval on the MuLMS-Img queries.
SciOL-CoCa text-only uses only caption and OCR texts as
figure representations.

formed a particular ranking. As shown in Table 8, BioMed-
CLIP performs on par with CoCa-ViT-B32; SciOL-CoCa
outperforms both of these models. The human evaluation
also confirms the previous observation of the strong benefit
of including explicit textual features from the caption and
OCR in the image representations.

7. Conclusion
This paper has presented SciOL, the largest openly-

licensed pre-training corpus for image-text models in the
scientific domain. We have also introduced MuLMS-Img,
a high-quality dataset from the materials science domain
annotated for different text-image tasks. Our experiments
have shown that pre-training multimodal models on SciOL
leads to large performance gains across tasks in the scien-
tific domain. We have also shown that with relatively little
or even no fine-tuning training data for a particular domain,
performance of models can be increased considerably by in-
tegrating embeddings of textual information extracted from
the images. In sum, for our downstream task evaluation of
cross-modal figure retrieval, integrating such features has
more than doubled performance.

Potential future work could leverage the SciOL text data
to build and pretrain domain specific text encoder and de-
coder networks. Another direction could be the explicit in-
tegration of text extracted from images into pre-training.
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