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Abstract

Understanding multimodal learning is essential to de-
sign intelligent systems that can effectively combine various
data types (visual, audio, etc.). Multimodal learning is not
trivial, as adding new modalities does not always result in
a significant improvement in performance, i.e., multimodal
overfitting. To tackle this, several works proposed regular-
izing each modality’s learning speed and feature distribu-
tion. However, in these methods, characterizing quanti-
tatively and qualitatively multimodal overfitting is not in-
tuitive. We hypothesize that, rather than regularizing ab-
stract hyperparameters, regularizing the features learned
is a more straightforward methodology against multimodal
overfitting. For the given input modalities and task, we con-
strain “complementary” (useful) and “contradictory” (ob-
stacle) features via a masking operation on the multimodal
latent space. In addition, we leverage latent discretization
so the size of the complementary-contradictory spaces be-
comes learnable, allowing the estimation of a modal com-
plementarity measure. Our method successfully improves
the performance of datasets with modality overfitting in dif-
ferent tasks, providing insight into “what”and “how much”
is learned from each modality. Furthermore, it facilitates
transfer learning to new datasets. Our code and a de-
tailed manual are available at https://github.com/
CyberAgentAILab/CM-VQVAE.

1. Introduction
Multimodal learning studies how to leverage a variety of

data modalities (e.g., color, audio, depth, text, etc.) to solve
a given task (e.g., action recognition [34], emotion recog-
nition [15], video grounding [35])1. An effective combi-
nation of modalities is beneficial for task solving, as dif-
ferent modalities provide unique perceptions on the input.

1Our focus is on multimodal discriminative models and tasks (e.g., ob-
ject recognition), not generative (e.g., vision-language cross-generation).

Table 1. Multimodal overfitting experiment in emotion recognition
(CREMA-D); adding audio to image lowers accuracy.

Image-only Audio-only Image+Audio
59.0% 53.49% 54.43%

However, interactions among multimodal data are hard to
explain, and thus, designing effective multimodal architec-
tures is challenging. For example, adding new modali-
ties does not directly translate into a performance improve-
ment [19]; this phenomenon is known as multimodal “im-
balance” or “overfitting”. Table 1 shows an example of how
adding the audio modality to the visual modality actually
worsens the performance. To solve it, recent works pro-
posed inducing a more harmonic co-learning of modalities
by regularizing the learning rate [28] and gradients [19] of
one modality over the other. Later it was discovered that
adapting the learning pace does not prevent features from
one modality interfering with the other, leading to a limited
improvement [6]. Instead, they proposed a method to avoid
inter-class feature overlaps in the latent space by shrinking
each modality’s feature distribution. However, such a reg-
ularization does not study what the interfering features are
nor their removal.

A common technique in discriminative multimodal
learning is applying attention weights to the fused multi-
modal features [5, 9, 34]. This allows emphasizing relevant
features and diminishing the unnecessary ones by apply-
ing weighting operations (i.e., gated attention) to the mul-
timodal features. We argue that regularizing feature fu-
sion itself can also mitigate modality overfitting and pro-
vide more intuitive qualitative and quantitative insights. In
this process, we aim to adopt features that support solving
the given task in combination with the other modality (i.e.,
complementary), and to ignore features unrelated to the task
that hinder the learning of the other modality (i.e., contra-
dictory). A similar concept was introduced in [14, 22], in
which the multimodal latent space is disentangled into fea-
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Figure 1. End-to-end pipeline of a generic multimodal discrim-
inative network. To mitigate multimodal overfitting, our novel
method learns a mask to separate the features of each modality
into complementary (supports solving the task) and contradictory
(hinders solving the task). This helps characterizing multimodal
learning quantitatively and qualitatively, and is also transferable to
unseen data.

tures that are common among modalities (shared) and those
that are modality exclusive (private). However, they target
generative models (i.e., text-to-image and viceversa), and
cannot be directly applied to classification tasks. Moreover,
their latent space size is fixed as a hyperparameter, hav-
ing to decide their representation capability manually. This
could be solved by discretizing the latent spaces into “fea-
ture units” so the amount of complementary and contradic-
tory information becomes measurable. This also allows the
definition of a metric to characterize the strong and weak
modalities, as well as their “complementarity” for solving
the given task.

Figures 1 and 2 depict our proposed methodology and ar-
chitecture, the Complementary Multimodal VQVAEs (CM-
VQVAE). Complementary and contradictory latent spaces
are created by learning a mask on the features to solve the
given task. They are automatically learned using a combina-
tion of modal reconstruction and regularized masking. That
is, by penalizing the overuse of features we manage to reg-
ularize the latent space to remove features without harming
accuracy. Moreover, our separation can facilitate transfer
learning on unseen datasets.

To summarize, our contributions are threefold:

• We propose a novel approach against multimodal over-
fitting via regularization of the multimodal fusion, sep-
arating features into complementary and contradictory.

• We implement our methodology via the CM-VQVAE,
in which the size of the latent feature spaces is learn-
able, and propose feature-masking regularization. This
allows defining a modal complementarity measure.

• We provide thorough evaluation results in various mul-

timodal tasks and datasets that have different degrees
of modal complementarity and overfitting, including
its application to transfer learning.

2. Related work

2.1. Multimodal overfitting mitigation

In discriminative multimodal learning, multiple modali-
ties are combined with the aim of outperforming unimodal
approaches for a given task (e.g., classification, segmenta-
tion). In certain combinations of multimodal datasets and
tasks, contrary to the intuitions in deep learning, increasing
the number of data modalities does not lead to better per-
formance. Recent studies [28] unveiled that the main rea-
son for unsuccessful multimodal learning in discriminative
models is the phenomenon of multimodal overfitting (i.e.,
overfitting of the strong modality over the underfitting weak
modality). Traditional anti-overfitting techniques, such as
random feature dropout [32] and reducing the network pa-
rameters, are not learnable, and thus, involve a lot of trial
and error. Thus, Wang et al. [28] proposed regularizing
the learning rate for each part of the network correspond-
ing to each modality. In a similar fashion, Peng et al. [19]
proposed regularizing the backpropagation of gradients to
each individual modality during training. This concept of
strong-weak modalities was also leveraged to gain robust-
ness against missing/noisy modalities [16].

Motivated by the fact that multimodal DNNs can ex-
ploit undesired features [8], Fan et al. [6] proved that
the performance of learning pace-based regularization ap-
proaches is limited by the interference of features learned
from each modality, and proposed a feature-based regular-
ization method. Since sparsely distributed feature spaces
would interfere among modalities, regularization is applied
to densely map unimodal features around their class pro-
totype (i.e., centroid). However, if “interfering” features
really exist, we hypothesize that their removal would be
a more effective regularization. For example, intuitively,
a “prototype” face in a multiracial emotion recognition
dataset should not feature any skin color.

The aforementioned methods represent the body of com-
parison works with our same goal. Unlike previous works,
we opt for a more straightforward approach to regularize
multimodal features. Our method learns a mask and “en-
courages” the network to reduce the amount of features em-
ployed to solve the task, in particular, those considered un-
necessary (contradictory) by the network. Unlike dropout,
values are not arbitrarily zeroed, but masks are consistent
among iterations. The remaining works mentioned in this
section were used as a reference to build our method but
their goal is different.
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2.2. Multimodal feature separation

Feature separation allows understanding data and ma-
chine learning processes. When the separated features are
interpretable this is called semantic disentanglement [22].
Rather than classification tasks, feature separation has been
more extensively studied in the context of generative tasks.
Shared/private multimodal latent spaces (SP spaces) were
proposed by Shi et al. [22] and Lee et al. [14] as an analytic
method for generative multimodal models based on how
the brain embeds information across modalities [20, 24].
Specifically, when generating one modality (e.g. a black-
and-white handwritten digit) from another modality (e.g. a
colored printed digit), they consider the existence of com-
mon features between modalities (shared, e.g. the num-
ber shape) and exclusive features (private, e.g. background
color). By separating and then excluding private features
from the generative process, not only performance im-
proved, but also semantic disentanglement was possible in
some cases. As a result, SP spaces outperformed previous
multimodal models in generation tasks (i.e., text-to-image
and viceversa).

2.2.1 Multimodal feature separation for classification

In multimodal discriminative models, modal-wise features
are fused at some point of the pipeline (e.g. early, late) via
element-wise sum/product or concatenation. Unlike cross-
modal generation and retrieval, classification tasks do not
require finding the mutual information between modali-
ties [1] nor overlapping the features of all modalities in
the projected latent space [7]. Rather, techniques such
as gated attention weights have been applied when fusing
multimodal features in order to emphasize or diminish the
amount of information learned from each modality [5,9,34].
Some works in multimodal discriminative models eluci-
dated that the heterogeneity and information contradiction
present across modalities hinders the fusion between mul-
timodal features, and considered an attention-based multi-
modal feature separation approach that allows for an effec-
tive fusion [15,33]. However, feature separation is yet to be
applied to the problem of multimodal overfitting.

We hypothesize that regularizing the fusion process can
allow separating features that can be combined to solve the
task (complementary) from those that interfere in the task
(contradictory). As we aim to exclude the contradictory
features, instead of directly applying attention, we propose
binarizing gating weights into 0 and 1 mask values in order
to remove (or keep) those features completely when solv-
ing the given multimodal task. For this, we employ a regu-
larized mask that encourages feature separation as much as
possible without hindering classification performance. Note
that, in biased datasets, contradictory features may con-
tain disentangled semantics such as skin color and gender
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Figure 2. Overview of the proposed method, for the case of two
modalities, visual v and audio a. After unimodal features are en-
coded, they are fused and masked altogether before classification.

(Fig. 1), but in practice, a total feature disentanglement is
unfeasible without extra labels for gender, etc. However,
our hypothesis is irrespective of whether the separated fea-
tures have a disentangled semantic meaning or not.

2.3. Transfer learning

As Bengio et al. [3] stated, feature separation can be
useful in tackling many downstream tasks, and help im-
prove robustness and generalizability of models. This has
been proved true for the case of unimodal transfer learning,
by separating style and content of images [17]. However,
works on multimodal transfer learning rarely leverage fea-
ture separation due to its complexity. Instead, they rather
rely on adversarial [18] and contrastive [11] losses to solve
the gap between source and target data.

Thus, we consider our work as an opportunity to explore
the potential of feature separation for transfer learning be-
tween multimodal datasets.

3. Methodology
Figure 2 shows the implementation of our proposed

method, CM-VQVAE, for the case of two modalities. It
contains two main modules. First, VQVAE provides a dis-
cretization of all features modality-wise. Then, the task-
solver masks part of the features (contradictory) and uses
the rest (complementary) for classification. We hypothesize
that regularizing this feature-removal process allows opti-
mizing the latent spaces so multimodal overfitting from in-
terfering features is prevented.

3.1. Modality-wise feature extraction

This module is implemented via Vector Quantized-
Variational Autoencoders (VQVAEs) [25]. Recently, VQ-
VAEs have been utilized to support image-text multimodal
generation tasks [21]. Compared to VAEs, discrete vari-
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ables have been proved to be more interpretable and space-
efficient [4], and they avoid drawbacks from continuous
space, such as posterior collapse [12]. In particular, training
a multimodal VAE latent space is challenging as the number
and disparity of the modalities increases [31].

Let our training dataset (N samples) be {xi, yi}i=1,2...N ,
where a sample i consists of M modalities xi =
{xmi }m=1,2...M and a label yi ∈ {1, 2...J} indicating one
of J classes. Each xmi is input to and reconstructed by a
VQVAEm module. VQVAEm learns an encoder φ with pa-
rameters ϕm, a decoder ψ with parameters θm, and a code-
book Cm = {cmk }k=1,2...K of size K, where cmk ∈ RD.
Modality features are extracted by zmi = φ(xmi |ϕm) ∈
RD×H×W , where D is the number of feature maps, and
H ×W is their size. Then, VQVAE discretizes the original
features into the quantized code space by replacing them
with their nearest-neighbor in the learned codebook Cm,
zmi → ẑmi = cmq , where q = argmax

k
||zmi − cmk ||. Fi-

nally, the reconstruction is output by the decoder x̃mi =
ψ(cmi |θm).

The original modality is reconstructed so the encoder
does not discard the contradictory features, since keeping
all features is necessary for an effective separation [14, 22,
27,31]. Also, although the decoder is not used during infer-
ence, it allows visualizing the feature space (Figs. 3 and 4).

3.2. Multimodal feature separation

The task-solver fuses the encoded features of the modal-
ities ẑmi (m = 1...M ) and masks them before solving the
given multimodal task. As previous works [9, 19, 28, 30]
we choose concatenation as our preliminary fusion method.
Formally, ẑi = [ẑ1i ; ...; ẑ

M
i ]. Masking is performed af-

ter concatenation, so features are separated considering all
multimodal information. In the multimodal feature fusion
step, masking allows entirely removing part of the features
(contradictory) versus those that are used in the task (com-
plementary). This is stricter than attention, which empha-
sizes or diminishes the effect of individual values. For
separation, we consider the channel dimensions of ẑ our
units for masking, as feature maps in convolutional net-
works are considered to contain independent semantic in-
formation [30] (e.g., colors, shapes).

Formally, we learn a mask Ω ∈ RM ·D and apply it to the
encoding ẑi. During masking, Ω is binarized (ω), so each
weight Ωd take the value 0 if they are lower than a thresh-
old t, or 1 if they are higher than t. Formally, fi = ẑi ⊙ ω,
where each value of ω masks an entire channel of ẑi. In
the resulting fi ∈ R(M ·D)×H×W remain the multimodal
complementary features, as those considered contradictory
by the network were zeroed (Fig. 2 omits them for simplic-
ity). Finally, the multimodal classifier γ with parameters ρ
models a joint distribution over the separated features, from
which to obtain the label predictions ỹi = γ(fi|ρ).

3.3. Training

Training the proposed network end-to-end requires opti-
mizing several objectives:

L = Lrecons + Lcode + Ltask + Lcompl (1)

Reconstruction loss. Lrecons is the mean square error
between the input and the reconstruction:

Lrecons =

M∑
m=1

||xmi − x̂mi ||22. (2)

Codebook loss. Lcode is the error between the features
and the learned codes:

Lcode =

M∑
m=1

||zmi − ẑmi ||22. (3)

Task loss. Ltask is the learning objective correspond-
ing to the given multimodal task, e.g. for classification, the
cross entropy loss of a batch B:

Ltask = −
B∑
i=1

yi log(Softmax(ỹi)). (4)

Regularization term. This term is key in our method
for feature-separation of interfering features to prevent mul-
timodal overfitting. Lcompl penalizes high mask values Ωd

in order to encourage the masking of features.

Lcompl = λ

M ·D∑
d=1

Ωd (5)

Instead of assuming that the network will automatically
ignore all contradictory features in the multimodal latent
space, we explicitly promote masking via this term. This al-
lows for better separation (see Sec. 4.4), and the encouraged
feature pruning improves generalization [2]. This regular-
ization is based on the l1-norm, since the l0-norm (using ωm

instead of Ωm) is hard to optimize in practice, as observed
in [9]. The hyperparameter λ (empirically λ = 0.0001) ad-
justs the balance with Ltask.

In summary, optimizing this loss equals to reducing the
number of features as much as possible while aiming for the
highest task accuracy. In our experiments, we utilize SGD
optimizer and learning rate 0.001 (see Appendix 3 for the
rest of the hyperparameter values and architectural details).

3.4. Complementarity ζ

Previous works [14,22] set the number of private/shared
features as a hyperparameter based on the complexity of
the generated modality (e.g., ImageNet ≫ MNIST). How-
ever, having to manually hardcode the size of the separated
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spaces for a classification task is a big limitation, as usu-
ally it is unsure “how much information of each modality is
necessary to solve the given task”. As learning ω is an op-
timization of the size of our feature spaces, we can measure
how much information from one modality is being learned
over the other by tracking which values in ω masked which
modality m: ωm. Then, the ratio (%) of feature units of
modalitym (i.e., ẑmi ) contained in the complementary space
is:

complm = 100 · 1

D

D∑
d=1

ωm
d ,

ωm
d =

{
1, if Ωm

d > t

0, otherwise

(6)

Thus, the parameter complm measures how much informa-
tion modality m contributes to the given task. Similarly, the
contradictory space size contrm measures the information
from that modality that is not used to solve the task, and can
be calculated by for the case Ωm

d ≤ t.
In our hypothesis, if one modality is redundant, the

other will contribute most of the features (i.e., compl1 ≫
compl2). Likewise, if both are equally important the
complementary feature space will be more balanced (i.e.,
compl1 ≈ compl2). Therefore, we can define an estima-
tion of complementarity ζ between modalities as:

ζ1,2 =
min(compl1, compl2)

max(compl1, compl2)
(7)

Complementarity ζ is a ratio in the range [0, 1]. Note that
the size of our learned separated spaces meets the following:

M∑
m=1

complm + contrm = 100(%) (8)

4. Experiments
First, we evaluate the efficacy of our method against mul-

timodal overfitting in a variety of tasks and modalities, and
explore their learning dynamics (i.e., separation, comple-
mentarity). Based on the public implementation of VQ-
VAE2, we use the ResNet-based [10] network as the back-
bone of our modules, which is also used in the comparison
methods [6,19,28]. Please see Appendix 5 for a comparison
with other architectures. Mask values are initialized to 0.1
and t = 0.05, so learning starts with all features available
in the task solver (details on the selection of t in Appendix
6). In addition, the VQVAE codebooks contain a set of 512
VQVAE codes of size D = 64.

We used the following datasets for evaluation (see Ap-
pendix 2 for data preprocessing and other details). While

2https://github.com/zalandoresearch/pytorch-vq-vae

the related work focuses on audio-visual datasets, we opted
for a more varied combination of modalities to study differ-
ent types of modal complementarity.

CREMA-D [29] uses color video frames and audio
modalities for emotion recognition. We chose this dataset
since it is the benchmark in all previous methods for modal-
ity overfitting mitigation.

PennAction [36] is a dataset for pose recognition via
color and pose modalities. We purposely chose PennAction
because, unlike CREMA-D, modalities are very redundant
(the task can be almost exclusively solved via pose).

NYUv2 [23] is a dataset for semantic segmentation of
indoor scenes via color and depth modalities. We purposely
chose NYUv2 to evaluate our method in a task different than
recognition and with no multimodal overfitting.

4.1. Quantitative evaluation

Table 2 summarizes the task accuracy obtained by our
method, and the ratio of complementary features for each
modality. Our method prevents multimodal overfitting
(Multi < max(unimodal) < Ours), where Multi means us-
ing all features (i.e., vanilla concatenation). Our method
also outperforms the baselines, feature dropout and gated
attention. First, the dropout [32] configuration masks a
set of feature maps chosen randomly in each iteration with
equal probability. The results show that our learnable mask-
ing is more effective than randomly removing multimodal
features. Then, we compare attention weights instead of
masking, that is, we use Ω instead of ω (i.e., no binariza-
tion). This methodology has been used in many previous
works [9, 34], but similar to [19], gated attention did not
provide the best performance against multimodal overfit-
ting. Finally, our method proves effective when masking
is properly regularized (Ours† < Ours).

Regarding the amount of features learned, in general, the
feature space gets compressed. For CREMA-D, the ratio
of image vs. audio that make up the latent spaces is bal-
anced, which results in a high modal complementarity ζ.
This means both image and audio are considered equally
necessary for emotion recognition by our method. In con-
trast, for PennAction, the pose information is mostly used to
solve the task, while image information is largely ignored,
resulting in a low ζ, as expected. For NYUv2, the network
uses slightly more depth features than color. As color and
depth have spatial consistency, part of the features are con-
sidered redundant.

Our experiments allow observing an interesting phe-
nomenon: the modalities with the lower performance (i.e.,
audio in CREMA-D, and color in PennAction and NYUv2)
have a bigger ratio of complementary features in the uni-
modal setting. However, when combined in the multimodal
setting, their complementary ratio is lower. Thus, includ-
ing a stronger modality allows to make up for contradic-
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Table 2. Task accuracy and modal complementarity of the proposed method. The upper rows are the unimodal and vanilla multimodal (all
features concatenated) cases, the mid rows are the baselines, and the lower row is the proposed method († indicates no regularization).

CREMAD Acc.(%) complc compla ζ
Color 59.0 10.16 0.0 0.0
Audio 53.49 0.0 21.09 0.0
Multi 53.89 50.0 50.0 1.0
Drop. 53.36 25.0 25.0 1.0
Gated 57.66 — — —
Ours† 54.43 41.41 25.78 0.62
Ours 65.32 13.28 13.28 1.0

PennAc Acc.(%) complc complp ζ
Color 31.18 34.37 0.0 0.0
Pose 94.02 0.0 18.75 0.0
Multi 85.95 50.0 50.0 1.0
Drop. 90.1 25.0 25.0 1.0
Gated 91.86 — — —
Ours† 88.04 27.34 44.53 0.61
Ours 95.22 5.47 14.06 0.39

NYUv2 mIoU complc compld ζ
Color 21.16 19.53 0.0 0.0
Depth 33.1 0.0 16.4 0.0
Multi 34.32 50.0 50.0 1.0
Drop. 37.28 25.0 25.0 1.0
Gated 34.41 — — —
Ours† 36.78 31.25 45.31 0.68
Ours 38.66 8.59 10.94 0.78

tory features in the weakest modality. This can be also
observed since the amount of complementary features in
the regularized space is lower than the sum of its respec-
tive unimodal counterparts (e.g., Ours[complc+compla] <
Color[complc]+Audio[compla]). Another interesting phe-
nomenon is that, by applying the regularization term (i.e.,
Lcompl) in the loss, the amount of complementary features
(i.e., those used to solve the task) is greatly reduced, re-
sulting in a boost in performance. That is, without regular-
ization the network converges to suboptimal solutions that
employ more features. The reason why feature dropout has
a constant size is that it is set so each modality has the same
probability (0.5) of being masked (25.0 = 100% ∗ 0.5/2
modalities).

4.2. Qualitative evaluation

Figures 3 and 4 visualize the multimodal separation in
our method, for all the features ψ(ẑmi |θ) = x̃mi , the comple-
mentary features ψ(ẑmi ⊙ωm|θ), and the contradictory fea-
tures ψ(ẑmi ⊙ωm|θ). The x̂mi are successfully reconstructed
from the the original data, which indicates that the VQ-
VAE codebooks learned faithful representations. The re-
constructed complementary and contradictory spaces are a
visualization of what features the network employs to solve
the given task. Note that, while in some cases they have a
semantic meaning (e.g., gender), this is not always the case
neither is a requirement for the applicability of our method.
In CREMA-D (Fig. 3), the faces (a) reconstructed from the
complementary features are missing skin color variations.
This means that the network was able to automatically learn
that those features are not helpful to solve the task. The au-
dio modality (b) also seems to represent more basic voice
signals in the complementary space rather than the con-
tradictory, which contains a lot of detail. In PennAction
(Fig. 4), complementary features (a) display very basic bi-
color shapes, while most visual information is left in the
contradictory space. In the pose modality (b), complemen-
tary features better reflect the input pose, while the contra-
dictory space seems to contain pose information useful to
reconstruct the input but irrelevant to the action class. The
reconstructed poses from Penn Action show similar results
to [6], in which the complementary features seem to illus-
trate the prototypical figure of an action, while the contra-

(a)

(b)

(c)

All features Complementary feat. Contradictory feat.

Figure 3. All features, complementary features and contradictory
features reconstructed with the learned decoder for modalities (a)
Color, (b) Audio and (c) Color (w/o regularization) in CREMA-D.

dictory features appear as the user-specific noise.
We must keep in mind that the decoder parameters ψθ

already model some prior knowledge of the modalities,
and thus, they can add information to the reconstructions
(e.g., basic shapes, etc.), but rarely remove. Appendix 4
and 1 contain the segmentation and separation results for
NYUv2, and a basic example on the Digits dataset for fur-
ther comprehension of the conceptual differences between
our method and the related work [6, 14].

4.3. Ablation study

Table 3 shows a comparison with the related work
in multimodal overfitting on the common setting (i.e.,
ResNet backbone and audio-visual dataset CREMA-D).
Our method provides the highest performance boost com-
pared to the vanilla multimodal case. These results also
indicate that feature-based regularization approaches are a
promising novel methodology against multimodal overfit-
ting.
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(a)

(b)

All features Complementary feat. Contradictory feat.

Figure 4. All features, complementary features and contradictory
features reconstructed with the learned decoder for modalities (a)
Color and (b) Pose in PennAction.

Table 3. Comparison with the previous works in multimodal over-
fitting on the common setting.

Method Acc. (%) Improv. Reg. type
Multi (vanilla) 53.89 — —

Grad-Blend [28] 56.8 ∆2.91 Learn.
OGM-GE [19] 57.7 ∆3.81 Learn.

PMR [6] 61.1 ∆7.21 Feat.
Ours 65.32 ∆11.43 Feat.

Table 4. Ablation study on the main components of our method.

Config. Cm + ψm
θ Ω Acc. (%) ζ

(i) × × 53.89 —
(ii) ✓ × 51.88 —
(iii) × ✓ 57.12 0.45

Ours ✓ ✓ 65.32 1.0

Table 4 examines the effectiveness of the main compo-
nents of CM-VQVAE. The lack of a mask implies the im-
possibility of calculating complementarity ζ. We show the
results on CREMA-D, as it is more complex than PennAc-
tion but less challenging than NYUv2. Config. (i) indicates
not using reconstruction in our pipeline (e.g., omitting the
codebook and decoder) as well as not learning the mask of
each modality. The lack of a mask implies using all features,
complementary and contradictory to solve the given multi-
modal task. However, since the reconstruction of the orig-
inal modality is not necessary, irrelevant features are likely
not encoded, and thus, their interference is reduced. Config.
(ii) includes reconstruction but omits masking, resulting in
the worst accuracy. The reason is that contradictory features
are kept but not masked, so they hinder task accuracy. Con-
fig. (iii) omits reconstruction but keeps the mask. Finally,
our proposed configuration displays the highest accuracy.

Contr.

Compl.

CM-VQVAE CM-VQVAE (w/o regul.)

Figure 5. TSNE [26] plot of the learned complemen-
tary/contradictory visual features in the CREMA-D dataset. Each
color represents a different ethnicity: African American (red),
Asian (green), Caucasian (blue) and Unknown (green).

Table 5. Linear separability of complementary and contradictory
features for ethnicity (E) and gender (G) in the color and audio
modalities respectively of CREMA-D.

Acc. (%) E (complc) E (contrc) G (compla) G (contra)
Ours† 0.79 0.60 0.51 0.43
Ours 0.53 0.82 0.42 0.69

4.4. Application to transfer learning

We take the example of the visual modality in the emo-
tion recognition task to study the effect of encouraging fea-
ture separation via regularization. Fig. 3 (c) shows the re-
construction of complementary and contradictory features
when no regularization term is applied. Compared with (a),
we can observe that skin color features seem not fully re-
moved, and thus, they are still used for classification. Fig. 5
provides an alternative visualization by plotting the com-
plementary and contradictory features of the visual modal-
ity in a 2D space. Particularly, the red samples (labeled in
the dataset as African American) seem to be more clearly
separable in the complementary space (i.e., used to solve
the task) when regularization is not used. For further clar-
ification, we trained a linear probe on the complemen-
tary/contradictory features for ethnicity (E) and gender (G)
labels in the color and audio modalities respectively. Table 5
shows that those features are stronger in the contradictory
space when applying regularization.

Relying on such features would harm the generalizabil-
ity of the trained model to, e.g., be finetuned with new data.
We evaluate the transferability of our multimodal learning
on the RML emotion database [29]. RML shares 5 of the
6 emotion labels with CREMA-D, which makes it a good
target for transfer learning. Tab. 6 shows the accuracies by
training our method with RML from scratch and by finetun-
ing our method pretrained on CREMA-D, with and without
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Table 6. Transferability of our multimodal learning from
CREMA-D to RML emotion datasets.

Method Accuracy (%) ζ
No transfer (RML only) 74.35 0.75

OGM-GE [19] 66.67 –
Ours w/o regul. 71.21 0.59

Ours 77.27 0.94

regularization (the accuracy on the unshared labels, i.e. neu-
tral and surprise, is not calculated). As we hypothesized,
using regularization successfully transfers the features from
CREMA-D, outperforming the base performance of RML.
Additionally, we finetuned the pretrained model in [19] pro-
vided by the authors3 for comparison.

5. Discussion and conclusions
General performance. Our results indicate that our

method is capable of learning which features are useful
to solve the task (complementary) and which ones are not
(contradictory), so that the performance is boosted by mit-
igating interference between multimodal features. In ad-
dition, our methodology allows visualizing and quantify-
ing the learned features of each modality, which provides
more insight regarding the phenomenon of overfitting than
previous works. As shown in the ablation study, including
modality reconstruction during feature masking is required
for better accuracy, which adds computational cost during
training (model parameters and loss functions). However,
the decoder is not necessary during inference, when the
pipeline behaves as a regular discriminative model.

Regularization term. As shown in the experiments, re-
moving regularization affects our both quantitatively and
qualitatively. Currently, the hyperparameters λ and t are
calculated empirically, but we will study optimal ways of
choosing this parameter in the future. It may seem that en-
couraging masking could eventually zero out all features,
causing gradients to vanish and stopping learning. How-
ever, that is not the case. Zero values in ω still have a weight
value in Ω, which means gradients still have an effect even
in masked features, with a chance to be unmasked again.

Feature separation. In our method, the network disen-
tangled features such as skin color in CREMA-D and col-
ored lines in Digits (see Appendix 1) based on their sig-
nificance for the task to solve, without the need of any ad-
hoc discriminative loss (e.g., adversarial loss [13]). This
separation was also transferable to a similar task without
access to the downstream data during pretraining. We are
aware that the presence of complementary/contradictory
features with semantic meaning may not occur in all prob-
lems (e.g., there is no equivalent to CREMA-D’s skin color

3https://zenodo.org/record/6778788

in NYUv2). Nevertheless, our method still provided a boost
regardless. Note: The purpose of our method is to approach
multimodal overfitting via feature regularization, which in-
directly results in feature compression, and sometimes in
bias-reduction and feature disentanglement. However, we
are not proposing novel feature compression, disentangle-
ment nor bias mitigation methods.

Complementarity. Results in CREMA-D and NYUv2
indicate that a more balanced latent space between modal-
ities (higher ζ in Tab. 2) leads to a better performance.
These results are in line with learning pace-based multi-
modal overfitting methods [19, 28]. However, for datasets
where one modality is negligible (color in PennAction or
SVHN in Digits), best results involve lower complementar-
ity. Appendix 7 contains additional graphs on how comple-
mentarity varies during training, and references to other def-
initions of multimodal complementarity found in the related
work. In the future, we will study the relationship between
modal complementarity and how to select appropriate mul-
timodal learning techniques that lead to better performance.

Extension to M > 2. All the processes described
in Sec. 3 are valid for any number of modalities. Thus,
adding new modalities (e.g. text) is theoretically plausible,
although it would imply more discrepancies among modal-
ities. A possible extension of our method is discussed in
Appendix 8. We leave these intriguing challenges to future
work.

5.1. Conclusions

We propose a novel method for regularizing discrimina-
tive models against multimodal overfitting, based on learn-
able masking for feature separation. We extrapolated the
concept of shared/private latent spaces from multimodal
generative models to multimodal discriminative models: the
complementary/contradictory spaces. We encouraged the
network to learn the essential features for the given task via
regularization, and observed that (i) including a stronger
modality allows to make up for contradictory features in
the weakest modality, and (ii) the amount of complemen-
tary features is greatly reduced, converging to a more op-
timal solution. This results on a boost in performance,
which is more noticeable in the presence of complemen-
tary/contradictory features with semantic meaning (e.g.,
CREMA-D > PennAction > NYUv2). Moreover, transfer
learning is also benefited from this regularization. Future
work involves exploring the usefulness of this method for
multimodal learning regardless of multimodal overfitting.
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