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Abstract

Objects are crucial for understanding human-object interactions. By identifying the relevant objects, one can also predict potential future interactions or actions that may occur with these objects. In this paper, we study the problem of Short-Term Object interaction anticipation (STA) and propose NAOGAT (Next-Active-Object Guided Anticipation Transformer), a multi-modal end-to-end transformer network, that attends to objects in observed frames in order to anticipate the next-active-object (NAO) and, eventually, to guide the model to predict context-aware future actions. The task is challenging since it requires anticipating future action along with the object with which the action occurs and the time after which the interaction will begin, a.k.a. the time to contact (TTC). Compared to existing video modeling architectures for action anticipation, NAOGAT captures the relationship between objects and the global scene context in order to predict detections for the next active object and anticipate relevant future actions given these detections, leveraging the objects’ dynamics to improve accuracy. One of the key strengths of our approach, in fact, is its ability to exploit the motion dynamics of objects within a given clip, which is often ignored by other models, and separately decoding the object-centric and motion-centric information. Through our experiments, we show that our model outperforms existing methods on two separate datasets, Ego4D and EpicKitchens-100 (“Unseen Set”), as measured by several additional metrics, such as time to contact, and next-active-object localization. The code can be found on project page: \url{sanketsans.github.io/wacv24}.

1. Introduction

Have you ever wondered how humans are able to effortlessly navigate their surroundings and perform actions based on what they see, especially in virtual reality (VR) and augmented reality (AR) environments? Such actions often involve contact with objects which are referred to as active objects in the egocentric vision literature \cite{32}. Understanding and predicting the interactions with these objects are essential for enhancing the realism and interactiv-
ity of VR and AR experiences [17,29].

For example, Fig. 1 shows a first-person video clip where someone is about to perform a specific action. From the observed frames, it is reasonable to guess that the person is going to make a contact with the glass to possibly perform a "wash or fill" action. This reasoning helps us to recognize two important cues from a video: (1) which object will be "used" (i.e., active) in the future, and (2) what possible actions can be performed with that object. The category of objects significantly influences the nature of actions performed on them [1]. For example, a cut action might not be performed in this scenario if we know that glass is the next-active-object. Thus, intuitively, a model can make better predictions if it is able to anticipate which object(s) in the scene is possibly engaged in the very next future, to support and drive the identification of the future action. This can enable more immersive and interactive experiences, where users can seamlessly interact with virtual objects based on anticipated actions, leading to enhanced user engagement and satisfaction.

This concept is particularly relevant in the Short-Term Anticipation (STA) task, which involves predicting the next-active-object (NAO) and its position, along with the time to contact (TTC) with that object, as well as the upcoming action, for a given video clip. This task depends on the assumption that the NAO is visible or present in the last observed frame, enabling its identification and localization [15]. The task that is more frequently exploited in the egocentric vision literature is instead action anticipation [13,39], which refers to predicting a future action involving an object interaction without necessarily requiring the object to be visible in the last observed frame.

The use of object-centric cues has shown significant promise in various video understanding tasks, such as action recognition [18,31,38], hand-object forecasting [8,22,24,30], and action anticipation [12,23,34]. However, egocentric action anticipation methods [12,13,23,39] often overlooked such cues and mostly relied on holistic scene features and/or hand features. Indeed for STA, there exists no method explicitly considering the information that could be gained from the object and more importantly NAOs.

In this paper, we propose a novel multi-modal architecture, called NAOGAT (Next-Active-Object Guided Attention Transformer), that involves training a model to attend to the objects in the last observed frame based on an observed video clip, allowing it to predict the next-active-object (NAO). By incorporating the most relevant objects in the upcoming action and modeling the object dynamics of an observed clip, our model can make more accurate predictions of future actions and time to contact with those object(s) (NAO) and improve its overall performance.

The experimental analysis performed on two large-scale datasets: Ego4D [15] and EpicKitchen-100 (EK-100) [4] demonstrate the favorable performance of NAOGAT with respect to several other methods, and indeed prove the importance of NAO cues and object dynamics for the targeted task. Particularly, on the Ego4D dataset [15], we show a 2.16% gain in Average Precision for VERB + NAO, while a notable improvement of 7.33% is observed in estimating the TTC + NAO.

The contributions of this paper can be summarized as follows:

- We present a Transformer-based method, called NAOGAT, for STA task, which models next-active-object anticipation as a fixed-set prediction problem based on object queries.
- We propose a joint learning strategy based on fixed and learnable object queries which are extracted as ROIs from object detections and learned based on global context of video respectively: relevant detections for next-active-object guide the model to anticipate for object-specific future actions.
- The proposed method also exploit the motion dynamics of objects in sampled frames to model background information, in terms of object trajectories, along with foreground motion extracted from RGB features to better represent the human-object interaction.
- We provide next-active-object annotations for the EpicKitchen-100 [4] dataset in terms of NAO location w.r.t last observed frame, which can be used to further advance research in egocentric video analysis and action anticipation.

2. Related Work

Existing action anticipation methods in egocentric videos have primarily focused on utilizing features extracted from video clips, but they often overlooked the importance of objects and their interactions. Below, we discuss the existing works on the next-active-object and overall action anticipation methods in first-person videos since in this paper we aim to show that leveraging the next-active-objects would improve the action anticipation task.

Next-active-object. In egocentric vision literature, active and passive objects were first time introduced by Pirsiavash and Ramanan [32], which defined the active objects as those the first-person is interacting with, while passive objects stand for the contrary. Dessalene et al. [7] used the [32] description and proposed a method to predict next-active-objects, however, they limited their objective only to the objects that are contacted by the first-person’s hand. Consequently, this approach requires the hands and the next-active-objects to be visible in the frames, which might be a significant limitation in practical applications. Furnari et al. [11] utilized object tracking to detect the next-active-objects, limited to being able to predict them only in one
Figure 2. Our NAOGAT model first extracts feature information and object detections from a set of frames within an observed clip segment by means of a backbone network and an object detector; object detections are then transformed into object embeddings using an MLP network. The frame features are then concatenated with object embeddings to be sent to the transformer encoder after appending with spatial positional encoding. The encoder then extracts foreground motion (video memory) and global context features, which are used in two separate decoders to perform object-centric and motion-centric predictions. For object decoder, detections from the last observed frame and learnable embeddings are used to create object queries to perform fixed-set predictions for the NAO class label and its bounding box using a transformer decoder. In the last stage, we leverage Object dynamics to extract background motion in terms of object trajectories for detected objects in sampled frames. We then use the object decoder’s outputs with the combined frame representation of video memory and object dynamics to perform predictions for motion-related outputs, such as future action and time to contact (TTC).

future frame. Other works [20, 24] proposed to identify the objects either in a single image (without analyzing the spatiotemporal data) or by predicting the future hand motion. Both fall behind in explicitly exploiting the future active object information to predict future action. Recently, Thakur et al. [37] proposed a transformer-based approach that applies collaborative modeling of RGB and object features to anticipate the location of the next-active-object(s) several frames ahead of the last observed frame.

Action Anticipation. This task stands for forecasting the future actions of a person given an egocentric video clip including the past and current frames. Several approaches in this line have focused on learning the scene features with Convolutional Neural Networks (CNNs), e.g., by modeling the hand-object contact points [23]. Others aggregated the past contextual features [10, 12, 36], and a few focused on modeling the future interaction of consecutive frames [40]. With the emergence of Vision Transformers [9, 28], researchers have started to investigate the utility of transformers in their work. For instance, [13] proposed causal modeling of video features, introducing sequence modeling of frame features to decode the interactions in consecutive future frames. We et al. [39] proposed a long-term understanding of videos using Multiscale Transformers by hierarchically attending to previously cached memories. In a recent work, Zhang et al. [41] proposed fusing object information along with RGB frame features for a better video context representation in addition to investigating the impact of the audio modality for action anticipation. Our work distinguishes itself from the related work by addressing action anticipation in egocentric videos with the prediction of the next-active-objects.
3. Method

As already mentioned, the Short-Term Anticipation (STA) task aims at predicting the next-human-object-action happening after a certain (unknown) time $\delta$, named the Time To Contact (TTC), relying on evidence up to time $T$. Thus our model’s input is a $T$-frames video sequence $V = \{v_i\}_{i=1}^T$, where $v_i \in \mathbb{R}^{C \times H \times W}$ is an RGB frame, while it must output 4 unknowns at time $T$, following the protocol introduced in [15]: the NAO noun class ($\hat{n}$), its location, i.e. bounding box ($\hat{b}$), a verb depicting the future action ($\hat{v}$) and the time to contact ($\hat{\delta}$), which estimates how many seconds in the future the interaction with the object will begin.

3.1. Method Overview

We now introduce our model architecture, as illustrated in Fig. 2 which is designed to predict the class and location of the next-active-object and the time required to make contact with the object (the TTC $\delta$) as well as the future action, based on a given observed clip. The proposed method comprises 4 main modules. First, a feature extractor (Fig. 2(a), Sec. 3.2) operates on frames from a sampled video clip to extract RGB and object detection features. This is followed by an Encoder Block (Fig. 2(b), Sec. 3.3) that operates on the combined features to facilitate the exchange of information across frames. Following the encoder, the two separate head architectures - NAO Block (Fig. 2(c), Sec. 3.4) and Motion Block (Fig. 2(d), Sec. 3.5), is used to predict the next-active-object information and future action prediction respectively. Our model employs object queries from object detection in the last observed frame to locate and identify the next-active-object and is inspired by the direct set prediction problem [2], which involves predicting a fixed set of objects and modeling their relationship. In addition, we leverage object dynamics to extract background motion in a video clip. This involves incorporating object trajectories for detected objects in sampled frames within the Motion Block and utilizing attended frame features from the encoder module to model the relationship with NAO priors (Fig. 2(c)), in order to predict future action and TTC. An overview of our model architecture is shown in Fig. 1 which is described in detail in Fig. 2. In the following we describe each model component in detail, followed by training and implementation details.

3.2. Feature extractor

For a given video clip, we sample a set of $T$ frames $V = \{v_i\}_{i=1}^T$, where $v_i \in \mathbb{R}^{C \times H \times W}$, which are fed to i) a backbone network for feature extraction ii) a pre-trained object detector (Fig. 2(a)).

i) While a number of video-based backbone architectures have been proposed [3][9][18][28][39] to extract frame-level feature representation from a given video clip, for the task of STA a suitable spatial-temporal encoder is required to be able to extract both static appearance information (e.g., object location, size) and motion cues. Video Swin Transformer [25], a recently proposed spatial-temporal transformer architecture was proposed based on shifted windows architecture of Swin Transformer [25] for the video domain. Video Swin contains just a single temporal downsampling layer and can be easily adapted to output per-frame feature maps, essential for us to localize and identify the next-active-objects at the same time reasoning on the whole sequence. Specifically, we adopted the Swin-T [28] architecture as our backbone. The frames $V$ are given in parallel to the video swin architecture to extract frame features, $f_i \in \mathbb{R}^{T \times H \times W \times C'}$, where $T$, $H$ and $W$ denotes the temporal length of video clip, as well as height and width of the feature maps respectively.

ii) In addition, a Faster R-CNN [35] based object detector pre-trained on Ego4D [15], is used to extract the object detections from the sampled frames, in terms of bounding boxes coordinates and confidence score, resulting in a $(4 + 1)$-dimensional vector. We limit the number of bounding boxes to be used to a fixed number $Q$ to maintain a consistent number of detections across each frame. If there are fewer detections than $Q$, then dummy coordinate and score values corresponding to no detection are appended. Finally an MLP processes 5-d vectors into object embeddings $f_D \in \mathbb{R}^{T \times Q \times D}$.

Finally, visual features are also projected to a shared dimension $D$ as of $f_D$, using a 2D convolution layer with kernel size as 1, $f_I \in \mathbb{R}^{T \times H \times W \times D}$. Finally, the features from each modality are then flattened and separately concatenated along the temporal dimension, producing a set of $T_D = \{t_{d_i}\}_{i=1}^T$ multimodal embeddings, where $t_{d_i} \in \mathbb{R}^{(H \times W + Q) \times D}$.

3.3. Transformer Encoder

In the next step, according to Fig. 2(b), the concatenated multimodal embeddings, $T_D$ are simultaneously passed to a Transformer Encoder [2] after appending spatial positional encoding. The Transformer Encoder blocks allow exchanging frame-level information within inter-frame features while maintaining the same dimension. The output of the encoder is $Z$, where $Z \in \mathbb{R}^{T \times (H \times W + Q) \times D}$, which is the combined features representation across frames and object detections. It is split into 2 parts: 1) Global-context memory, $z_{LT}$, where $z_{LT} \in \mathbb{R}^{(H \times W + Q) \times D}$ extracted from last frame of $Z$, 2) Video-only memory: $\{z_i\}_{i=1}^T$, where $z_i \in \mathbb{R}^{H \times W \times D}$, which aims to capture foreground motion cues such as e.g., hands in first-person vision [13]. The Global-context memory and Video-only memory are then used by the NAO and Motion blocks to find the instances that corresponds to possible next-active-object and also anticipate the future action respectively.
3.4. NAO Block

The STC task requires anticipating the location of the next-active-object wrt the last frame observed by the model. Therefore, as shown in Fig. 2(c), we only use the features corresponding to the last frame from the transformer encoder, namely \( z_T \), as input to the NAO block, along with \( N_q \) object queries for the frame of interest. We define our object queries as the regions of interest (ROIs) extracted by the object detector, i.e., a feature map for each detection. If there are no sufficient detections, i.e., the number of detections is less than \( N_q \), then we append learnable tokens for the rest of the queries. Our object decoder follows the standard architecture of the transformer decoder [2], transforming \( N_q \) embeddings of size \( D \) using multi-headed attention mechanisms. The \( N_q \) object queries are decoded by using \( z_T \) as key/value pairs in the multiple multi-head attention layers. The decoded features, \( z_{NAO} \in \mathbb{R}^{N_q \times D} \), are then used to predict bounding box coordinates (\( \hat{b} \)) and class labels (\( i \)) by an additional MLP block, resulting in \( N_q \) final predictions for the next-active-object. The decoder’s primary function is to attend to objects (detected/learned) in the last observed frame based on a global context of a video clip, resulting in the prediction of a possible next-act-object and its corresponding object label.

3.5. Motion Block

Object Dynamics. We propose to integrate the video frame features from the transformer encoder with the object dynamics of detected objects in the video clip, in order to better estimate the time required to approach the next-active-object predicted by our object decoder (Sec. 3.4). As shown in Fig. 2(d), object dynamics refer to a proxy for object trajectories of background objects in the video clip. [18] previously used object dynamics to enhance the frame representation for effective motion information modeling in videos. However, their approach requires object region information and multiple stacking of the feature representation block in a transformer encoder for action recognition benchmark. In contrast, we treat object motion dynamics as a separate module for extracting object traversals. Object trajectories are the bounding box movement across the frames in sampled video clip. We interpret these trajectories as background motion because they correspond to passive motion in the scene, and combine them with transformer encoder outputs to model human-object motion features. This approach has proven useful in estimating the speed of interaction and predicting motion-centric information. The Object Dynamics block takes as input the object detection’s box locations \( od_i \) for a frame \( i \) and outputs spatial-temporal tokens,

\[
o_{MD0} \ldots o_{MDT} = OMD(od_0, \ldots, od_T)
\]

where \( o_{MDi} \in \mathbb{R}^{H \times W \times D} \). In \( OMD \), initially, each object detection is expanded from \( T \times Q \times 4 \) into \( T \times Q \times D \) tokens using a MLP. These tokens are flattened then used to perform self-attention operation and projected on a spatial-temporal dimension \( THW \times D \) using a bi-linear interpolation sampler operation [19] to output object trajectories for frames used in the inputs \( o_{MDi} \). This module provides more detailed information on the object motion, i.e., background motion of frames.

Motion Decoder. It was empirically observed that a single Object Decoder (Sec. 3.4) leads to the dropping of motion information across the frames, resulting in very poor performance for future action prediction. For this purpose, we decided to use a separate decoder for motion-related predictions (verb and TTC). Inspired from [13], we additionally combine frame features with the object motion dynamics features to model the foreground motion from video memory (Sec. 3.4) and background motion from object dynamics (Sec. 3.5) at the frame level.

\[
z_0' \ldots z_T' = MLP(LN(z_0, \ldots, z_T) \oplus o_{MD0}, \ldots, o_{MDT}))
\]

Here, object motion dynamics features, \( o_{MDi} \), are added to encoder features \( z_i \) along spatial and temporal dimension \( T, H, W \), where \( \oplus \) denotes such element-wise summation. This is followed by a Layer Norm (LN) and a MLP. In addition, to influence our future action prediction based on our next-active-object prediction, we add the object decoder embeddings, \( z_{NAO} \) to the last observed frame before feeding the sequence to the decoder.

\[
z_1', z_2', \ldots, z_{T+1}' = D(z_0', z_1', \ldots, z_T' + z_{NAO})
\]

We implement \( D \) using the masked transformer decoder as followed in popular approaches such as [33]. We feed the modified inputs features to the masked decoder after appending with temporal positional encoding. The masking ensures that the model attends to specific parts of the input while performing the prediction for the next consecutive position. That helps our model to understand the interaction of person and the surrounding motion. The additional input of \( z_{NAO} \) helps to refine future action prediction. The design differs considerably from [13], since we model the background and foreground motion in a combined fashion with additional priors of next-active-object added to last observed frame features before the causal modeling. The decoder network \( D \) is designed to produce attentive features corresponding to the future frames using the object motion dynamics and also the next-active-object information in the last observed frame to anticipate the future action. We use the future frame feature, \( z_{T+1}' \) to predict future action label \( \hat{v} \) and the TTC \( \delta \) corresponding with the next-active-object obtained from the object detector, using a feed-forward network.

3.6. Training

Let us denote \( y \) as the set of ground truth set of objects, and \( \hat{y} = \{ \hat{y}_i \}_{i=1}^{N} \) as the set of \( N \) predictions, relating to \( N \)
object queries. Based on the procedure of finding matching elements of [2], we identify the one-to-one matching for the predictions with the ground truth labels using the Hungarian loss for all pairs matched.

**Bounding box loss.** The major difference between us and [2] is that we aim to learn bounding boxes based on some initial guesses, rather than only performing the predictions directly. The predicted bounding boxes are regressed using a combination of L1 loss and the generalized IoU loss and are defined as:

\[
L_{\text{box}} = \lambda_{iou} L_{iou}(b_t, \hat{b}_{t(i)}) + \lambda_L || b_t - \hat{b}_{t(i)} ||_1
\]

where \( \lambda_{iou}, \lambda_L \in \mathbb{R} \) are hyper-parameters.

**Classification losses.** The second loss, denoted by \( L_{\text{noun}} \) and \( L_{\text{verb}} \), is a cross-entropy loss that supervises the prediction of labels for the next-active-object and the future action:

\[
L_{\text{verb/noun}}(\hat{y}_t, y_t) = \sum_{n=0}^{N} y_t^{n} \log(\hat{y}_t^{n})
\]

**Regression and feature Loss.** The regression loss, denoted by \( L_{\text{ttc}} \), is the smooth L1 loss [14] and is used to train the model to regress the time to contact prediction. Finally, we also use a feature loss, \( L_{\text{feat}} \) defined below in Eq. 6 from [13] which aims at leveraging the predictive structure of the motion decoder [3,3] the decoder is basically trained to predict future frame features given frames up to time \( t \) only.

\[
L_{\text{feat}} = \sum_{t=0}^{N} || \hat{z}_{t+1} - z_{t+1} ||_2^2
\]

In the end, all losses are combined to produce the overall loss:

\[
L = L_{\text{box}} + \lambda_2 L_{\text{noun}} + \lambda_3 L_{\text{verb}} + \lambda_4 L_{\text{ttc}} + L_{\text{feat}}
\]

where \( \lambda_2, \lambda_3, \lambda_4 \in \mathbb{R} \) are hyperparameters.

4. Experiments

4.1. Datasets

We used the following datasets to validate the effectiveness of our method quantitatively and qualitatively.

**Ego4D** [15] is currently the largest first-person dataset available, consisting of 5 splits covering distinct tasks and a total of 3,670 hours of videos across 74 different locations. For the next-active-object prediction and STA task, we use the “forecasting split” which contains over 1000 videos and is annotated at 30 fps for the STA task. The dataset annotations include the next-active-objects in the last observed frame, which is a unique feature of that dataset wrt. STA. Our goal is to predict the noun class \( (\hat{n}) \), bounding box \( (\hat{b}) \), the verb depicting the future action \( (\hat{v}) \), and the Time to Contact (TTC) \( (\delta) \) for a given video clip. For comparison on the Ego4D dataset, we apply the existing methods, which are designed for action anticipation-based tasks, by confining them to only predict the next-active-object class label \( (\hat{n}) \), the verb depicting the future action \( (\hat{v}) \), and the TTC \( (\delta) \) since the compared methods are not designed to predict bounding boxes.

**Epic-Kitchens-100** [4] consists of about 100 hours of recordings with over 20M frames comprising daily activities in kitchens, recorded with 37 participants. It includes 90K action segments, labeled with 97 verbs and 300 nouns (i.e. manipulated objects). Since the dataset does not provide annotation for next-active-object, we exploit the object detector provided by [3] and also the annotations provided in [37] to curate labelings composed of bounding boxes i.e; locations of next-active-objects in the last observed frame. It is to be noted that, to adapt this dataset for the next-active-object detection task, it is imperative that the object, which is used in future action is visible in the last observed frame. However, based on our annotations we realized that for 12.5 \% of training data in EK-100 the next-active-object annotations are absent i.e; the future active object is not visible in the last observed frame.

4.2. Implementation Details

In order to pre-process the input video clips, we randomly scale the height of the clips between 248 and 280 pixels and take 224-pixel crops for training. We sample 16 frames at 4 frames per second (FPS). We adopt the network architecture of Swin-T [26,27] to serve as the backbone of our network to extract the video features from the sampled clip. However, we only utilize the outputs till the first-three block of the video swin transformer [25] along with down-sampling of each block to extract the per-frame feature maps, which are required later to predict the bounding boxes. We also use a 3-layer multi-head transformer encoder and decoder, which operates on a fixed 256-D. We train our end-to-end model with SGD optimizer using a learning rate of 1e – 4 and a weight decay of 1e – 6 for 50 epochs.

4.3. Evaluation Metrics

We evaluate our models on the Ego4D [15] dataset using the evaluation metrics defined by the dataset creators for short-term anticipation tasks. These metrics include the Average Precision of four different combinations of the next-active-object-related predictions: noun class \( (\hat{n}) \), bounding box \( (\hat{b}) \), future action \( (\hat{v}) \), and time to contact \( (\delta) \). We use the top-1 accuracy to evaluate the performance of the future action \( (\hat{v}) \) and next-active-object label \( (\hat{n}) \) predictions. For bounding boxes \( (\hat{b}) \) and time to contact \( (\delta) \), the predictions are considered correct if the predicted boxes have an Intersection over Union (IoU) value greater than or equal to 0.5 and the absolute difference between the predicted and ground-truth time to contact is less than or equal to 0.25 seconds \(|\hat{y}_{ttc} - y_{ttc}| \leq 0.25 \). In the case of combined pre-
Table 1. Results of our model and other baseline methods on Ego4D [15] dataset for different output targets, bounding box (\(\hat{b}\)), next-active-object label (\(\hat{o}\)), future action (\(\hat{a}\)) and the time to contact with the object (\(\delta\)) based on their Average Precision (AP).

<table>
<thead>
<tr>
<th>Models</th>
<th>Params (M)</th>
<th>Init</th>
<th>Action</th>
<th>Verb</th>
<th>Noun</th>
<th>Action</th>
<th>Verb</th>
<th>Noun</th>
<th>Action</th>
<th>Verb</th>
<th>Noun</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slowfast [15]</td>
<td>-</td>
<td>[6]</td>
<td>14.9</td>
<td>30.2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Slowfast (with Transformer backbone)</td>
<td>-</td>
<td>[6]</td>
<td>40.5</td>
<td>24.5</td>
<td>4.5</td>
<td>4.37</td>
<td>1.73</td>
<td>7.5</td>
<td>8.2</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td>ANACTO [13]</td>
<td>-</td>
<td>[6]</td>
<td>40.5</td>
<td>24.5</td>
<td>4.55</td>
<td>5.1</td>
<td>1.91</td>
<td>7.47</td>
<td>8.9</td>
<td>1.54</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>23.5</td>
<td>-</td>
<td>45.3</td>
<td>27.0</td>
<td>9.0</td>
<td>6.54</td>
<td>2.47</td>
<td>16.6</td>
<td>12.2</td>
<td>4.18</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Results of our model and other baseline methods on EK-100 [4] dataset on validation set. “Overall” comprises of samples combining the Unseen and Tail set plus also consisting of seen samples from the training set.

Table 3. We evaluate the performance of our model and the STA task requires the identification of the next-active-object (and its visibility/presence) in the last observed frame, this is reflected in our results due to the limitations of the dataset. The results of our experiments on the EK-100 dataset are presented in Table 2. We achieve state-of-the-art performance on the “Unseen Set” which only contains a small fraction (6%) of samples where no Next-Active-Object (NAO) is detected in the last observed frame. It is to be noted that NAO-GAT is the lightest w.r.t. other compared models. However, our model’s performance on the “Tail Set” is suboptimal, likely due to the fact that the NAO is not visible in the last observed frame for around 22% of the clips. This limitation causes confusion in our model, which relies on the visibility of NAO in the last frame, and impacts the overall results for the “Overall Set,” which comprises the “Unseen Set,” “Tail Set,” and training set’s “seen” samples.

4.4. Comparison with State-of-the-art

For Ego4D dataset [15], we compare our model with the methods restricted to only predicting the future action (\(\hat{a}\)) and TTC (\(\delta\)) of a given sample clip, since the only methods we perform a comparison with, are action anticipation methods that have not been designed to predict bounding boxes. Table 1 declares the results for Ego4D [15] dataset. We observe that our model achieves better performance than the object detector [35] that is pre-trained on Ego4D, in terms of predicting the NAO’s class label and bounding box location, as evidenced by the higher \(AP_b\) and \(AP_{b+\hat{o}}\) scores. This superiority is also visually evident in Fig. 3 where the performance of our object decoder is shown to refine the detected objects for NAO and even identify objects that were not detected by the object detector. Moreover, our model outperforms all the other baseline methods across all other evaluation metrics for the STA task.

In the case of EpicKitchen-100 dataset [4], we compare our proposed method against SOTA for action anticipation task, as described in [5,12]. It is important to note that the action anticipation task differs significantly from the STA task, where the concept of next-active-object is not considered. However, we compute our own annotations to adapt the Action Anticipation task for STA-based scenarios, as discussed in Sec. 4.1. Since our model and the STA task require the identification of the next-active-object (and its visibility/presence) in the last observed frame, this is reflected in our results due to the limitations of the dataset. The results of our experiments on the EK-100 dataset are presented in Table 2. We achieve state-of-the-art performance on the “Unseen Set” which only contains a small fraction (6%) of samples where no Next-Active-Object (NAO) is detected in the last observed frame. It is to be noted that NAO-GAT is the lightest w.r.t. other compared models. However, our model’s performance on the “Tail Set” is suboptimal, likely due to the fact that the NAO is not visible in the last observed frame for around 22% of the clips. This limitation causes confusion in our model, which relies on the visibility of NAO in the last frame, and impacts the overall results for the “Overall Set,” which comprises the “Unseen Set,” “Tail Set,” and training set’s “seen” samples.

To investigate the impact of the “Tail Set” on the “Overall Set” accuracy, we remove clips corresponding to tail classes for which NAO is not present in last observed frame and observe improvements of +5.2 ↑ (16.9%), +4.0 ↑ (32.4%), and +7.6 ↑ (35.5%) in action, verb, and noun recognition, respectively.

We report additional qualitative results of our model on both datasets in our supplementary material.

4.5. Ablation study

We conducted an ablation study on Ego4D dataset to analyze the impact of different modules of the proposed method in Table 2. We evaluated the performance of our
Model: $\tilde{AP}_{b} \tilde{AP}_{b+n} \tilde{AP}_{b+n+\delta} \tilde{AP}_{b+n+\delta+\delta} \tilde{AP}_{b+\delta} \tilde{AP}_{b+\delta+\delta} \tilde{AP}_{b+\delta+\delta+\delta}$

<table>
<thead>
<tr>
<th>Model</th>
<th>$\tilde{AP}_{b}$</th>
<th>$\tilde{AP}_{b+n}$</th>
<th>$\tilde{AP}_{b+n+\delta}$</th>
<th>$\tilde{AP}_{b+n+\delta+\delta}$</th>
<th>$\tilde{AP}_{b+\delta}$</th>
<th>$\tilde{AP}_{b+\delta+\delta}$</th>
<th>$\tilde{AP}_{b+\delta+\delta+\delta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours w/o OMD, OD</td>
<td>45.3</td>
<td>26.7</td>
<td>4.78</td>
<td>5.55</td>
<td>1.05</td>
<td>7.89</td>
<td>8.91</td>
</tr>
<tr>
<td>Ours w/o OMD</td>
<td>45.1</td>
<td>27.1</td>
<td>4.48</td>
<td>6.2</td>
<td>1.0</td>
<td>7.34</td>
<td>10.2</td>
</tr>
<tr>
<td>Ours (ResNet50)</td>
<td>42.7</td>
<td>25.2</td>
<td>4.3</td>
<td>6.0</td>
<td>1.1</td>
<td>10.6</td>
<td>10.1</td>
</tr>
<tr>
<td>Ours (Full)</td>
<td>45.3</td>
<td>27.0</td>
<td>9.0</td>
<td>6.54</td>
<td>2.47</td>
<td>16.6</td>
<td>12.2</td>
</tr>
</tbody>
</table>

Table 3. Ablation study performed on ego4D [15] to investigate the effect of Backbone, Motion Dynamics (MD), and object decoder (OD) modules on the motion-based output sequences by the model.

Figure 3. The top row (a) shows the “last observed frame” and all the object detections provided by the object detector [35]. The bottom row (b) depicts the output from our motion decoder. It can be observed that our model learns from past observations and selects the best possible object(s) for the next-active-object selection in the frame. Besides, it can be seen that it is even able to identify objects which were not detected by the object detector (3rd and 7th column are the clearest examples).

complete model in comparison to the models that omit either the Object Decoder (OD) module (Section 3.4) or the Object Motion Dynamics (OMD) module (Section 3.5) along with Object Decoder (OD) together. Our findings indicate that the Object Decoder module improves the prediction of future verbs ($\tilde{v}$), resulting in a higher $\tilde{AP}_{b+v}$. This suggests that having prior knowledge of the future active-object can support anticipating future action. On the other hand, the OMD module plays a crucial role in estimating the time needed to make contact with the next-active-object and initiate an action, resulting in a significant improvement in $\tilde{AP}_{b+\delta}$ and other related metrics. Since OMD provides additional background motion information which helps the model greatly in predicting the TTC. These findings suggest that both modules are essential for accurately anticipating future actions in first-person videos. Additionally, we also investigated the impact of the backbone network on our model’s performance. For this purpose, we replace our Swin-T backbone with ResNet50 [16] architecture. Using ResNet50 demonstrates a significant drop in performance across all metrics.

5. Conclusion

We have investigated the problem of short-term action anticipation using the next-active-objects. First, we discussed the formulation of the STA task. We then presented a new vision transformer-based model, which learns to encode human-object interactions with the help of an object detector and decode the next-active-object location in the last observed frame. We then demonstrated the importance of next-active-object information to predict the future action and time to start the action using additional background information as object motion dynamics. We proved the proposed method’s effectiveness by comparing it against relevant strong anticipation-based baseline methods. In future work, we will investigate the use of an object tracker with other human-centered cues such as gaze and the appearance of objects over time. We will also investigate the effect of action recognition on NAO identification and localization.

Limitations. As discussed above, the proposed approach is specifically designed for Short-Term Anticipation (STA) task, where the next-active-object is assumed to be visible in the last observed frame. Therefore, when applied to a slightly different task of Action Anticipation, our model shows limitations as it relies on this assumption which does not necessarily hold true in this case.

Broad Impact. The proposed method can be used in several real-world applications such as in robotics or virtual / augmented reality. In case the first person also interacts with other people but not only the non-living objects, then there might be issues regarding privacy preservation. In such cases, policy reviews should be further considered when using the proposed method.
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