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Abstract

Object re-identification (ReID) from images plays a crit-
ical role in application domains of image retrieval (surveil-
lance, retail analytics, etc.) and multi-object tracking (au-
tonomous driving, robotics, etc.). However, systems that
additionally or exclusively perceive the world from depth
sensors are becoming more commonplace without any cor-
responding methods for object ReID. In this work, we fill
the gap by providing the first large-scale study of object
ReID from point clouds and establishing its performance
relative to image ReID. To enable such a study, we cre-
ate two large-scale ReID datasets with paired image and
LiDAR observations and propose a lightweight matching
head that can be concatenated to any set or sequence pro-
cessing backbone (e.g., PointNet or ViT), creating a fam-
ily of comparable object ReID networks for both modali-
ties. Run in Siamese style, our proposed point cloud ReID
networks can make thousands of pairwise comparisons in
real-time (10Hz). Our findings demonstrate that their per-
formance increases with higher sensor resolution and ap-
proaches that of image ReID when observations are suffi-
ciently dense. Our strongest network trained at the largest
scale achieves ReID accuracy exceeding 90% for rigid ob-
jects and 85% for deformable objects (without any explicit
skeleton normalization). To our knowledge, we are the first
to study object re-identification from real point cloud ob-
servations. Our code is available at https://github.
com/bentherien/point-cloud-reid.
1. Introduction

Re-identification from images is a core component in
many application domains such as surveillance [25], retail
analytics [49], autonomous driving [22,46,50,51], robotics
[53], and many more. Given the increasing deployment
of high-resolution LiDAR sensors [2, 3, 43], especially as
part of robot perception systems, the development of sim-
ilar techniques for ReID from point clouds has the poten-
tial to enhance these systems with a host of new capabil-
ities. Among them, appearance-based re-identification for
multi-object tracking is, perhaps, the most impactful. For
instance, in robotics, whether for navigation in complex en-

vironments or for tasks like pick-and-place, the ability to
accurately identify and track multiple objects in 3D space is
crucial. Moreover, multi-object tracking is essential for the
safe operation of autonomous vehicles.

While strong ReID performance can be obtained from
image data alone, even autonomous agents equipped with
arrays of RGB sensors stand to benefit from the added re-
dundancy, diversity, and complementarity offered by pro-
cessing depth-sensor information for ReID. Despite this
clear added benefit, however, the existing literature on re-
identification from point cloud data is almost non-existent.
We are aware of only one other work studying the problem
[60], but they do so on a synthetic person re-identification
dataset. Together with the clear motivation for leveraging
ReID from point clouds for many applications, the lack
of established knowledge about this problem motivates our
central research question: how effective is LiDAR-based
ReID compared to camera-based ReID?

While LiDAR sensors are devoid of the lighting chal-
lenges that affect cameras, they have unique challenges of
their own. The primary difficulty is the sparsity of LiDAR
scans and the lack of color and texture information com-
pared to images. A network trained to re-identify objects
from point clouds must rely solely on shape information.
However, certain deformable objects can pose particular
difficulty as their shape can change over time. An open
question is whether reliable re-identification of pedestrians
is even possible from raw LiDAR input without using ex-
plicit normalization schemes. Although such questions are
simple, the lack of readily available high-quality datasets
for re-identification from point clouds has been a serious
impediment to research thus far. We address it in what fol-
lows by providing a simple recipe for creating point clouds
re-identification datasets from large-scale autonomous driv-
ing datasets.

To the best of our knowledge, ours is the first work to
investigate object re-identification from point cloud obser-
vations. Our contributions can be summarized as follows:

• We propose RTMM, a symmetric matching head for
ReID from point clouds that runs in real-time and
shows improved convergence and generalization com-
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Figure 1. The performance of point cloud ReID approaches image ReID with sufficient points. We plot the performance of image
and point cloud ReID networks as a function of point density. Left shows models trained on nuScenes and evaluated on nuScenes Eval set,
while right shows models trained on the Waymo Open Dataset (WOD) and evaluated on Waymo Eval.

pared to a strong baseline.
• We provide a recipe for creating re-identification

datasets from large-scale autonomous driving datasets
and propose a performant training-time sampling algo-
rithm.

• We are the first to establish point cloud ReID perfor-
mance relative to image ReID on large-scale datasets.
Our results demonstrate that point cloud ReID can ap-
proach the performance of image ReID when LiDAR
observations are sufficiently dense.

• We fit a power-law to estimate the benefits of train-
ing beyond our compute budget, suggesting that an
improvement of 2% above our strongest ReID model
(89.3% ReID accuracy) is attainable with an order of
magnitude more compute.

Our results outline a promising future for point-based
object ReID, especially as depth-sensor resolution contin-
ues to increase.

2. Related Work
This section briefly outlines areas relevant to our study

of object ReID from point clouds.

2.1. Point-Processing Networks
The ability to effectively represent irregular sets of points

is essential for 3D geometry processing. Respecting the
symmetries of permutation invariance (PointNet) [35] and
the metric space structure of raw point clouds (Point-
Net++) [36] were shown early on to be important pri-
ors. Subsequent works propose edge convolutions to pro-
cess point clouds in CNN-style [48], a performant and ef-
ficient residual-MLP framework [31], exploiting the ben-
efits of depth [23], using the MLP-Mixer [4], using a
transformer-based architecture [55], among others. In the
following study, we select three efficient models to use for
our experiments: PointNet [35], DGCNN [48], and Point-
Transformer [17, 55].

2.2. 3D Single Object Tracking
Single Object Tracking (SOT) from point clouds focuses

on the task of identifying a single target object within a large
search area. Consequently, most methods apply point pro-
cessing networks to compare the target to the search area,
which can be adapted to our point cloud ReID setting. How-
ever, unlike point cloud ReID, which directly compares two
objects based on shape information alone, SOT methods
usually incorporate additional spatiotemporal features and
motion information to aid in searching through the large
search area. Many recent works [11, 16, 17, 37, 40] have
shown the benefits of Siamese point-processing networks
for SOT. Giancola et al. [11] learn a similarity function be-
tween cropped point cloud patches and use a Kalman filter
to generate candidate bounding boxes for matching the cur-
rent target observation. In follow-up work, P2B [37] elim-
inates the need to approximate greedy search at inference
time in favor of an end-to-end regression approach that di-
rectly estimates the target’s next position through Hough
voting. Hui et al. [16] improve on this approach with a
novel regression head inspired by work on object detec-
tion [10]. In their latest work [17], the authors improve
on their previous results by employing a point-transformer
backbone. Given the strong performance of their architec-
ture for SOT, we include it in our study and show that the
point transformer also attains strong performance for object
re-identification.

2.3. Object Re-Identification from images and point
clouds

ReID from images has been an active area of research
for many years, with most work focusing on Vehicle
ReID [8, 9, 12, 21, 27, 38, 39, 56, 58, 59, 63] or Person
ReID [5, 13–15, 18, 19, 25, 30, 45, 54, 57, 61, 62]. In con-
trast, ReID from point clouds has received relatively little
attention. A number of works consider ReID from RGB-D
data [24, 26, 32, 34], leveraging image and depth informa-
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Figure 2. The architecture of our proposed symmetric matching head, RTMM. f✓ is any set or sequence processing neural network.
The input is depicted as a set of n points for illustration, but could also be a sequence of image patches (e.g. for ViT). In our experiments, we
use n = 128 points. RTMM applies l CFA blocks (linear attention) symmetrically to both inputs, allowing each to play the role of key/value
and query in turn. We use l = 2 in our experiments. The pooling layer concatenates the max-pooled and avg-pooled representations.

tion in conjunction with skeleton normalization to improve
re-identification performance in classical computer vision
pipelines. In more recent work, Zheng et al. [60] propose
OG-NET for pedestrian ReID from synthetic point clouds
(generated from images using a human pose estimation
pipeline) and RGB information. While we also use a deep
neural network to process point clouds for re-identification,
our study involves real observations of multiple different
classes cropped directly from large-scale autonomous driv-
ing datasets.

3. Method
In the following section, we detail the architecture of our

proposed Real-Time Matching Module (RTMM) for mak-
ing efficient pairwise comparisons between object observa-
tions; we illustrate how existing point-based architectures
can be adapted to use it, leading to a family of RTMM-based
point cloud ReID networks; and we define our training ob-
jective.

3.1. A real-time matching mechanism for point sets
Given our goal of evaluating point cloud ReID in a set-

ting that is relevant to many applications, it is important
for our matching module to be capable of making a large
number of pairwise comparisons (e.g., between tracks and
detections from one time step to the next for multi-object
tracking) in real-time. While performant architectures for
comparing pairs of point clouds exist in the single object
tracking literature, these methods lack an attunement to our
real-time re-identification setting as they are too slow and
consider an asymmetric search problem where the target
and search area are not interchangeable. To construct an at-
tuned architecture for re-identification without re-inventing
the wheel, we select a state-of-the-art single object track-
ing method [17] and modify their “Coarse-to-Fine Corre-
lation Network” (C2FCN), making it symmetric and real-
time. We designate the resulting matching head RTMM (see
fig. 2). RTMM achieves improved inference speed and gen-
eralization compared to the original C2FCN of [17](see ta-
ble. 1). Moreover, RTMM’s symmetric structure improves

Figure 3. The effect of different features on performance. Each
curve reports the average training loss of a two hidden-layer MLP
over 10 seeds. The task is image classification on the Fash-
ion MNIST dataset. Each optimizer was meta-trained or hyper-
parameter tuned on the task.

its convergence during training, allowing it to reach a lower
training loss in a shorter period of time (see Figure. 3).

Model Match Acc. Inference speed Par.

C2FCN [17] 86.39 ± 0.04% 92 ± 7.73ms 182.5k
C2FCN no EFA 86.19 ± 0.08% 6.27 ± 1.43ms 91.3k
RTMM 86.69 ± 0.12% 13.2 ± 1.48ms 91.3k

Table 1. RTMM generalizes better than other approaches
while being reasonably efficient. We train Point-Transformer
models on WOD (over 4 seeds) with different match heads and
evaluate their performance (matching accuracy ± standard error)
on Waymo Eval. Inference speed is measured for a batch of 512
examples on an RTX 3090 GPU.

Starting from C2FCN, we improve the module’s runtime
by eliminating the ego feature augmentation module. We
found that its memory and computational complexity scales
poorly to a large number of comparisons (as is required
for real-time applications).With the ego feature augmenta-
tion modules removed, only Cross-Feature Augmentation
(CFA) modules remain, which are essentially linear atten-
tion blocks [20]. While we preserve the internal CFA block
structure (see sec. F), we modify the interleaving of CFA
modules to make a forward pass through RTMM symmetric
with respect to each input. Specifically, to make symmetric
comparisons between two sets of points {x(i)

1 }n1
i
, {x(i)

2 }n2
i

,
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with x1,x2 2 R3, we apply CFA blocks symmetrically to
each point cloud observation’s representation allowing each
point cloud to play the role of key/value and query in turn:

X̄ l

1 = CFA✓l(X̄
l�1
1 ,X1, X̄

l�1
2 ,X2) (1)

X̄ l

2 = CFA✓l(X̄
l�1
2 ,X2, X̄

l�1
1 ,X1). (2)

Where the two sets of points {x(i)
1 }n1

i
, {x(i)

2 }n2
i

, are desig-
nated in stacked matrix form X1,X2 2 Rn⇥3 (a conven-
tion we follow henceforth) and X̄0

i
= f✓(Xi) with f✓ being

any point processing network. After being processed by l

CFA blocks in our symmetric formulation, outputs are con-
catenated along the sequence dimension to which we apply
an invariant pooling operation: pool(X̄ l

1�̂X̄ l
2). This dif-

fers from the original setup of [17], which only allows one
point cloud to play the role of the query. Finally, an MLP is
applied to the pooled representation:

RTMMl

✓
(X1,X2) = MLPres(pool(X̄

l

1�̂X̄ l

2)) (3)

where MLPres is a residual MLP block followed by a lin-
ear projection layer, mapping each output to R, pool(x) :=
maxpool(x) � avgpool(x); �̂ designates sequence/set
level concatenation; and � designates vector concatenation
of the channel dimension. In practice, we find that setting
l = 2 is sufficient to achieve strong matching performance.
We note that on all datasets and for all point models, we sub-
sample or resample the input point cloud to contain n = 128
points.
3.2. Compatibility with existing point backbones

In our empirical evaluation, we select f✓ to be Point-
Net [35], DGCNN [48], and Point Transformer [17]. How-
ever, almost any point processing backbone can be adapted
with minimal effort to use our proposed RTMM. Due to
the unstructured nature of point cloud inputs, most point-
processing backbones compute an intermediate representa-
tion f✓(X) 2 RB⇥N⇥d which is equivariant to permuta-
tions of the columns of X , followed by an invariant pool-
ing layer. Such constructions preserve the set cardinal-
ity dimension N until the pooling operation, making them
amenable to processing using sequence models, such as our
RTMM. Therefore, many existing point backbones can be
adapted to our method by extracting their representation be-
fore invariant pooling layers.

3.3. Training objective
We train our networks for object re-identification tasks

using binary cross-entropy,

L(ŷ,y) = 1

n

nX

i=1

(yi · log(ŷi)+(1�yi) log(1� ŷi)). (4)

4. Large scale point cloud ReID Datasets
To train our point re-identification networks, we extract

object observations from the nuScenes dataset [2] and the
Waymo Open Dataset (WOD) [43]. This extraction pro-
cess is non-trivial and seeks to maximize the applicability of
our results to downstream applications, such as multi-object
tracking, that identify objects using an object detector as a
first step. Here, we briefly describe the salient details.

Sensors Each dataset contains multimodal driving data
captured from one (nuScenes) or multiple (WOD) LiDAR
sensors and an array of camera sensors. NuScenes employs
a single 360� 32-beam LiDAR, while Waymo features one
64-beam 360� 10Hz top-mounted sensor with four addi-
tional close-proximity LiDAR sensors on the front, back,
and sides of the vehicle. This means that the WOD LiDAR
scans will be many times denser than their nuScenes coun-
terparts. The situation is reversed for cameras, however. In
nuScenes, there are 6 cameras that capture a full 360� view
of the scene, while the WOD only has 5 cameras with a
front-facing FOV of ⇠ 252� and a corresponding blind spot
behind the vehicle. These differences allow us to examine
the effect of sensor resolution on ReID performance and
to explore a practically relevant setting where point-based
ReID trivially complements image ReID due to the cam-
era’s blind spot.

Object Extraction To simulate the noise encountered in
a real tracking-by-detection setting, we extract object obser-
vations using bounding boxes predicted by 3D object detec-
tors. For nuScenes, we use a pre-trained BEVfusion C+L
model [28], while we train our own CenterPoint model [52]
for 3D object detection on WOD (see sec. A.1 for details).
We post-process detections by using each model’s imple-
mentation of non-maximal suppression with default settings
and further eliminate noisy detections by thresholding their
confidence score to be above ⌧c = 0.1. Using the remaining
detections, we extract true and false positives by matching
detected bounding boxes to ground truth bounding boxes
using a permissive 3D Intersection over Union (IoU) thresh-
old of ⌧IoU = 0.01. Hungarian matching is used here to
obtain a unique assignment between ground truth and true
positive bounding boxes. Duplicate true positives are dis-
carded. To extract observations from LiDAR scans, we
first crop points within an object’s 3D bounding box before
translating and rotating them such that the 3D bounding box
becomes centered at (0, 0, 0)> and faces a canonical orien-
tation. Note that despite this normalization step, the obser-
vations will still contain realistic noise from the object de-
tector’s prediction; that is, the object’s true orientation will
not necessarily be facing the canonical orientation, nor will
its true center necessarily be at (0, 0, 0)>. To extract obser-
vations from images, we project the predicted 3D bounding
boxes to the image plane. Depending on its relative orien-
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Backbone Par. Acc. F1 Pos. F1 Neg. Car Pedestrian Bicycle Bus Motorcycle Truck FP

nu
Sc

en
es

Ev
al

z
}|

{ DeiT-base⇤I 85.7M 92.93% 92.76% 93.1% 95.07% 89.7% 89.06% 91.88% 90.29% 92.4% 96.4%
DeiT-tiny⇤I 5.7M 91.94% 91.89% 91.99% 94.09% 88.23% 89.16% 90.6% 89.92% 92.34% 94.01%
DeiT-tinyI 5.7M 88.15% 88.19% 88.12% 90.34% 84.42% 85.63% 86.85% 85.81% 88.52% 89.58%

DGCNNL 0.6M 73.37% 74.25% 72.42% 77.19% 63.71% 67.1% 78.98% 66.31% 80.53% 76.73%
PointnetL 2.8M 74.35% 74.76% 73.92% 77.97% 65% 67.38% 80.4% 67.24% 81.74% 80.1%
Point-TransformerL 0.5M 74.54% 74.72% 74.35% 78.36% 64.39% 67.24% 82.62% 68.08% 82.48% 81.04%
Point-BaselineL 0.5M 74.73% 74.74% 74.72% 78.37% 65.12% 67.81% 80.99% 67.85% 82.54% 83.69%

W
ay

m
o

Ev
al

z
}|

{ DeiT-base⇤I 85.7M 96.02% 96% 96.04% 96.84% 94.32% 95.16% 94.89% 91.46% 95.66% 97.47%
DeiT-tiny⇤I 5.7M 95.42% 95.43% 95.4% 96.3% 93.69% 93.06% 92.91% 92.43% 93.04% 96.33%
DeiT-tinyI 5.7M 93.22% 93.29% 93.16% 94.14% 91.38% 92.25% 89.92% 90.63% 91.21% 93.56%

DGCNNL 0.6M 84.92% 85.03% 84.81% 86.86% 80.56% 84.12% 80.99% 74.69% 89.47% 90.3%
PointnetL 2.8M 83.41% 83.62% 83.2% 85.51% 78.77% 82.32% 80.31% 74.4% 85.73% 88.51%
Point-TransformerL 0.5M 86.99% 87.16% 86.81% 88.84% 82.94% 83.89% 86.46% 78.92% 88.58% 91.51%
Point-BaselineL 0.5M 86.09% 86.37% 85.79% 87.93% 82.15% 82% 84.33% 78.3% 86.36% 92.16%

W
ay

m
o

Ev
al

Al
l

z
}|

{ DeiT-base⇤I 85.7M 82.84% 83.11% 82.57% 83.03% 82.73% 79.37% 82.44% 76.65% 80.59% 83.52%
DeiT-tiny⇤I 5.7M 81.09% 82.06% 80% 80.91% 81.7% 78.79% 80.39% 75.88% 79.26% 77.93%
DeiT-tinyI 5.7M 77.9% 79.83% 75.55% 77.63% 78.77% 76.22% 75.16% 71.6% 75.46% 70.2%

DGCNNL 0.6M 82.34% 82.58% 82.09% 84.64% 77.4% 81.08% 80.64% 74.58% 87.01% 87%
PointnetL 2.8M 80.94% 81.37% 80.48% 83.2% 76.15% 80.72% 76.71% 73.99% 84.47% 84.5%
Point-TransformerL 0.5M 84.14% 84.41% 83.85% 86.24% 79.71% 80.85% 84.31% 77.37% 86.91% 87.87%
Point-BaselineL 0.5M 83.4% 83.58% 83.23% 85.36% 79.31% 79.69% 83.06% 77.37% 86.08% 89.99%

⇤: Pre-trained & fine-tuned on ImageNet 1k, I : using RGB data, L: using LiDAR data

Table 2. Image vs. point cloud performance for object re-identification. While image models outperform their point-based counterparts,
the large performance improvement from nuScenes to Waymo shows that increasing LiDAR sensor resolution can lead to significant
performance improvement. Pedestrians benefit the most from this increase in sensor resolution, showing that at higher resolutions even
the re-identification of deformable objects is possible without any explicit skeleton normalization step. These findings show a promising
future for point cloud based re-identification as LiDAR sensor resolution continues to increase.

tation,the bounding box may project to a non-rectangular
shape. Therefore, we always use the smallest axis-aligned
bounding box enclosing the projected shape. For bounding
boxes that project to multiple images, we select the projec-
tion with the largest enclosing bounding box. To maintain
object identities for re-identification we use ground truth
tracking labels.
Enhancing WOD Class labels The nuScenes dataset
provides a large number of class labels for their tracking
dataset: car, bus, pedestrian, truck, bicycle, motorcycle, and
trailer. WOD, however, provides substantially fewer track-
ing labels with their original dataset release: vehicle, pedes-
trian, and bicycle. In an effort to make the results between
the two datasets more comparable, we enhance the WOD la-
bels using their point cloud segmentation labels (released in
a subsequent update to the dataset). Specifically, we anno-
tate the objects within segmentation-annotated frames using
majority voting of annotated points within their bounding
boxes. Then, using the tracking labels, we propagate the
new class of the object to all frames. This procedure ex-
pands the labels to include truck, bus, and motorcycle (see
Fig. 6 of the supplement).

Sampling at training time At training time, one epoch
constitutes one pass over every unique object in the dataset.
For each object O (let c denote the class of O), we flip a
coin to determine whether to sample a positive or negative
pair. Positive pairs are created by sampling a second ob-
servation uniformly at random from the other observations
of O, while choosing to sample a negative pair leads to an-
other coin toss. This time, we select between sampling a
false positive FP of class c0 (c0 denotes a false positive mis-
classified by the object detector as belonging to class c) or a

true positive by sampling an object O0 of class c other than
O. In either case, we must account for point density before
sampling our observation. If we were to naı̈vely select uni-
formly at random among all possible observations to create
a negative pair, the distributions of point densities would be
wildly different between positive and negative pairs. Intu-
itively, this happens because positive pairs are always sam-
pled among observations of the same object that may be
more likely to have similar numbers of points. If sampling is
done naı̈vely, models can fit the spurious correlation created
between positive samples and point density during training.
To avoid this pitfall, when sampling a false or true positive
observation to create a negative pair, we follow O

0
s categor-

ical distribution over the point density buckets [2n, 2n+1)
to select the bucket from which we then sample observa-
tions. This way, the positive and negative examples follow
roughly the same point density distribution during training.
Table 3 shows how this simple sampling algorithm which
we call ”Even Sampling” improves over naı̈vely sampling
uniformly at random. We additionally provide pseudocode
for our training-time sampling procedure in Algorithm 1.

Model Uniform Even � Eval Dataset

DGCNN 71.6% 73.37% +1.77
Waymo Eval AllPointNet 72.92% 74.35% +1.43

Point-Transformer 72.83% 74.54% +1.71

DGCNN 82.26% 84.92% +2.66
nuScenes EvalPointNet 81.37% 83.41% +2.04

Point-Transformer 84.75% 86.99% +2.24

Table 3. Even sampling improves performance for all models
across both datasets.

Sampling at testing time At testing time, we sample a
balanced test set of large size that can accurately estimate
the performance of our models at all point densities. To
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accomplish this, we sample at most 10 distinct positive
pairs (o1,o2) for each object in the test set, keeping track of
their point densities (do1

,do2
). Then, for each positive pair

(o1,o2), we sample a corresponding negative pair (o1,o02),
where o

0
2 has a similar point density to o2. We define point

densities as similar if they fall within the same power-two
interval: [2n, 2n+1). Before sampling from the nuScenes
test set, we filter out observations that have fewer than two
points and observations without image crops. We name
this test set nuScenes Eval. On WOD, we create two test
sets. The first, called Waymo Eval, is created identically
to nuScenes Eval. The second, called Waymo Eval All, in-
cludes all observations without any filtering. Therefore, it
will include many observations that have no associated im-
age crops as they are out of the sensor’s field of view, ex-
posing the actual performance of the image models. Table 9
of the supplement reports statistics of these evaluation sets.

5. Experiments
Our empirical evaluation is based on two re-

identification datasets created from nuScenes and WOD
(details provided in Sec. 4). The difference in LiDAR reso-
lution between each dataset (32 vs. 64 beam, respectively),
allows us to establish how ReID performance varies as
sensor resolution increases. We also establish the relative
performance of image-based and point-based ReID, show
how performance varies with respect to point density
within a dataset, demonstrate that increasing compute
budget significantly increases our models’ performance,
and fit a power-law fit to extrapolate point cloud ReID
performance given more compute.

5.1. Experimental Details
To place our experiments within a meaningful context,

we train three image models and one point cloud baseline
model to compare with our three point cloud ReID networks
(PointNet [35], DGCNN [48], and Point-Transformer [17]).
For our image baselines, we select DeiT [44], a family of
efficient vision transformers of different sizes. They are
efficient and can be adapted with little effort to use our
proposed RTMM, unlike CNNs. Specifically, we choose
DeiT-Tiny as our main point of comparison and train one
DeiT-Tiny model from a pre-trained checkpoint and an-
other from random initialization. DeiT-Tiny allows us to
assess the performance of an image model with a compa-
rable number of parameters to our point models (5M vs.
2.8M). We also train a larger DeiT-Base model from a pre-
trained checkpoint for reference. To compare RTMM to
another matching head as a baseline, we select C2FCN no
EFA due to its real-time efficiency in combination with the
point-transformer backbone.

All models were trained using identical hyperparameters
and the final checkpoint is used for evaluation. We used the
AdamW [29] optimizer with a learning rate of 1e�5, weight

decay of 0.01, cosine learning rate and momentum sched-
ules [41], and gradient clipping of Euclidean norm 1. We
use a batch size of 256⇥4 GPUs and 60⇥4 GPUs for point
cloud and image experiments respectively and note that our
batch normalization layers were not synchronized across
devices during training. Pre-trained models are trained for
200 epochs each, while models trained from scratch are op-
timized for 500 epochs and 400 epochs on nuScenes and
Waymo, respectively. The number of gradient descent steps
for randomly initialized models is roughly the same (±3
epochs) across both datasets as the Waymo dataset is larger.

5.2. Comparing point-based and image-based ReID
Table. 2 reports the results of our large-scale empirical

study. The top section of the table corresponds to mod-
els trained on nuScenes and evaluated on nuScenes Eval.
The bottom two sections correspond to models trained on
Waymo and evaluated on Waymo Eval and Waymo Eval All,
respectively. Matching accuracy is reported overall and for
each individual class. We also report F1-scores for posi-
tive and negative matches. These results shed light on how
point cloud ReID performance improves as sensor resolu-
tion is increased, how point-ReID performance varies for
different objects and object categories (e.g. rigid vs. de-
formable), and the performance difference between point-
based and image-based object re-identification.

When comparing the accuracy of models trained on
nuScenes to those trained on WOD, we observe that there
is an overall increase for all models. However, the point
models improve by a much greater margin than image mod-
els: as much as 12.45% for the point transformer versus
a 5.07% increase for the randomly initialized DeiT-tiny
model. We hypothesize that the performance increase of
image models is due to the following reasons: 1) the image
sensors are of higher resolution on WOD and 2) the WOD
training set is much more diverse—it has 80% more ob-
jects. This second reason is a potential confounder when
assessing the extent to which the increase in point den-
sity improves point ReID performance. However, under
some reasonable assumptions (see sec. C), the smaller rel-
ative increase for image models allows us to account for
the confounding effect of a more diverse training set on
WOD, showing that the increase in sensor resolution from
nuScenes to WOD causes a performance improvement of at
least 12.45% � 5.07% = 7.38% for our point ReID mod-
els. This substantial increase in performance to 86.99% ac-
curacy from the top-performing Point-Transformer model
shows that reasonable accuracy can be obtained from point-
based ReID with enough sensor resolution.

All our models on both datasets learn an unbiased match-
ing function on aggregate as is evidenced by similar positive
and negative F1 scores. When looking at class-specific re-
sults, we note that all models follow a similar increase from
nuScenes to WOD as can be observed for accuracy, except
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Figure 4. Deformable vs. rigid objects. We plot the performance of models trained on WOD and evaluated on Waymo Eval as a function
of point density for classes pedestrian (left) and car (right). Performance on rigid objects is much stronger than for deformable objects.
Our results show that ReID of deformable objects can be learned directly from data without the need of explicit skeleton normalization.

for some image models whose performance decreases on
the Bus class. Of all classes, pedestrian and bicycle benefit
the most from the increase in LiDAR sensor resolution with
respective increases of 18.01% and 14.67%. This is a boon
for point cloud ReID’s applicability to downstream appli-
cations, as it shows that the re-identification of deformable
objects can be learned directly from the data when sensor
resolution is sufficiently large. We note that truck and bus
benefit the least from increasing LiDAR sensor resolution.
We hypothesize that this is because large objects will have
many points regardless of the sensor’s resolution.

Comparing the point re-identification models, Point-
Transformer performs best on WOD, while all models per-
form very similarly on the nuScenes dataset. Focusing
on image models exclusively, we note that the pre-trained
DeiT-Base model performs best of all, as is expected given
its large number of parameters. Directly comparing point
models to image models, we observe that image mod-
els always outperform their point-based counterparts when
observations are visible to both camera and LiDAR sen-
sors, but that increasing sensor resolution considerably de-
creases this gap. When comparing the Point-Transformer
to the randomly initialized DeiT-Tiny on WOD, we observe
the smallest performance gap between large rigid objects
(bus, truck, and car), while the smaller deformable objects
(pedestrian and bicycle) pose more difficulty to the Point-
Transformer and point-based models in general. This is
to be expected as deformable objects create inherent shape
ambiguity, which can be resolved in images by leveraging
color or texture information but for point clouds, an object’s
shape is its primary distinguishing characteristic. While the
point models perform poorer than image models overall, the
relative improvement seen from nuScenes to WOD is non-
trivial and suggests that the gap in performance will shrink
as LiDAR sensor resolution continues to increase.
5.3. Intra-dataset point density comparison

From our results in the previous section, it is reason-
able to expect that point cloud ReID performance will con-

Figure 5. Extrapolating error as a function of training itera-
tions. We fit a power-law, yielding ✏ = 34.5x�0.1.

tinue to increase as LiDAR sensor resolution increases. Fig-
ure 1 estimates the effect that progressively higher sen-
sor resolution has on performance by plotting the accu-
racy of each model as a function of point density. Specifi-
cally, the accuracy (y-axis) is measured for different subsets
of nuScenes Eval (left) and Waymo Eval (right) contain-
ing pairs of point cloud observations ({x(i)

1 }n1

i
, {x(i)

2 }n2

i
),

where x  min(n1, n2). The number of positive and nega-
tive examples for each threshold is shown on the x-axis. We
observe that the magnitude of the increase is much greater
for point models than image models, showing that, when
sufficient points are available, point cloud ReID models can
approach the performance of image re-identification mod-
els. That being said, the slope of the point ReID curves
appears to decrease as higher point densities are reached,
suggesting there may be a ceiling in performance. However,
we do not believe that this change in slope is indicative of a
ceiling in performance. Several factors such as architecture,
distribution of point densities in the training set, and the
number of input points can also cause a change in slope. In-
deed, the difference in curve shape from nuScenes to WOD
in Fig. 1 demonstrates that a denser training set increases
the slope at higher point densities. Moreover, in section D.3
of the appendix, we provide further discussion of this point
and empirically demonstrate that the slope improves when
more input points are used (we use n = 128 in our exper-
iments). Therefore, we believe that, with the appropriate
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Backbone Epochs Acc. F1 Pos. F1 Neg. Car Pedestrian Bicycle Bus Motorcycle Truck FP

W
ay

m
o

Ev
al

z
}|

{ Point-TransformerL 3200 89.3% 89.45% 89.16% 90.68% 86.22% 87.42% 89.21% 84.47% 90.92% 92.35%
Point-TransformerL 1600 88.58% 88.75% 88.41% 90.21% 85% 85.52% 87.8% 82.2% 90.18% 92.13%
Point-TransformerL 800 88.05% 88.2% 87.9% 89.69% 84.47% 85.09% 86.54% 81.89% 89.53% 92.14%
Point-TransformerL 400 86.99% 87.16% 86.81% 88.84% 82.94% 83.89% 86.46% 78.92% 88.58% 91.51%

L: using LiDAR data Table 4. Scaling compute improves performance for all classes on WOD.

architectural changes, the trend of increasing performance
with point density will continue as LiDAR sensors that sup-
port these resolutions become available.

Figure. 4 compares the re-identification performance for
deformable (pedestrian, left) and non-deformable objects
(car, right) as point density is increased on Waymo Eval. For
pedestrians, DGCNN and PointNet benefit the most from
higher sensor resolutions, while the Point-Baseline and
Point-Transformer models (both using a Point-Transformer
backbone) are unable to take advantage of the highest point
densities. This difficulty seems to be unique to deformable
objects, however, as the car class follows a logarithmic trend
of improvement with all models achieving similar perfor-
mance. We note that the Point-Transformer model equipped
with our proposed RTMM bests the Point-Baseline at every
point density. With as few as 64 points per object, point-
based object re-identification attains performance greater
than 94% for all models when objects are rigid. This shows
that point-based object re-identification can be extremely
competitive in such settings.

6. Scaling training compute
As seen in Table 10 of the supplement, the number of

samples in our ReID datasets is combinatorially large. For
WOD, there are 4.35e8 positive samples and 3.89e19 neg-
ative samples. To put this in perspective it would take
⇠ 13, 646 epochs to sample all possible positive samples
on WOD, while we only train our models for 400 epochs.
To provide practical estimates of attainable performance
and showcase the best performance attainable, we train
four Point-Transformer models for 400 · 2i epochs with
i 2 {0, 1, 2, 3} on the WOD and fit a power-law through
their validation accuracy.

Tables 4 and 11 show the performance of models trained
on progressively larger compute budgets for WOD and
nuScenes, respectively. We observe a similar effect for
both datasets: performance increases across the board as
the compute budget is increased. Since the largest training
schedules (3200 epochs or 115200 iterations) on WOD only
sample a small fraction of the enormous number of possible
samples, we hypothesize that performance will continue to
increase with more training.

Figure. 5 plots a power law fit to the error and training
iterations from Table 4. Specifically, we fit model M2:
✏x � ✏1 = �x

c from [1]. The best fit obtained was
✏1 = 0,� = 34.5, c = �0.1. This suggests that even
better ReID performance is attainable by continuing to in-
crease compute with an order of magnitude more training it-

erations projected to yield a model with less than 9% error.
This is encouraging for applications of point-based ReID
which typically require low error to be worthwhile.

7. Conclusion
We have conducted the first large-scale study of object

re-identifications from point cloud observations. Our find-
ings can be summarized as follows: 1) we propose RTMM,
a symmetric matching head for point cloud ReID that im-
proves generalization and convergence; 2) we establish the
performance of point cloud ReID relative to image ReID;
3) we show that our point ReID networks can attain strong
ReID performance, even approaching image models, as
long as the compared observations are sufficiently dense;
4) we established that point ReID performance increases as
LiDAR sensor resolution is increased; and 5) we demon-
strated the performance of point ReID models can be sub-
stantially increased by training for longer (89%+ accuracy).

While image ReID outperforms point ReID when obser-
vations are visible to both sensors, our results show that
the latter still attains strong enough performance to be use-
ful for downstream applications. Therefore, applications
can be developed that leverage this newly discovered ca-
pability. For the time being, autonomous driving systems
like the WOD vehicle, which have limited camera FOV,
stand to benefit the most from the added complementarity
of a ReID network processing 360� LiDAR scans. How-
ever, even vehicles equipped with cameras covering 360�

can benefit from the added redundancy of point ReID, espe-
cially in cases where the observations are sufficiently dense
to be reliable. In the future, as LiDAR technology continues
to advance, point ReID performance can only increase—
magnifying the implications of our findings. Already to-
day, bleeding edge LiDAR sensors’ feature 128 beams [42],
twice the vertical resolution of WOD’s top-mounted LiDAR
sensor.

Our initial study opens many directions for future work.
Integrating our point cloud ReID models into downstream
applications such as multi-object tracking for autonomous
driving or robot grasping are logical next steps. Other di-
rections include improving ReID performance by fusing
LiDAR and camera, using multi-modal fusion techniques
such as [33, 47], which could work well with our frame-
work. Finally, an important direction for future work is
to design architectures that can achieve strong ReID per-
formance at small and large point densities simultaneously.
This may not be so straightforward as our results from Fig. 9
of the appendix suggest that there may be a tradeoff.
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