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Abstract

In vehicle shape design from an aerodynamic perfor-
mance perspective, deep learning methods enable us to es-
timate the flow field in a short period. However, the esti-
mated flow fields are generally coarse and of low resolu-
tion. Therefore, a super-resolution model is required to en-
rich them. In this study, we propose a novel super-resolution
model to enrich the flow fields around the vehicle to a higher
resolution. To deal with the complex flow fields of vehi-
cles, we apply the residual-in-residual dense block (RRDB)
as the basic network-building unit in the generator without
batch normalization. We then apply the relativistic discrim-
inator to provide better feedback regarding the lack of high-
frequency components. In addition, we propose a distance-
weighted loss to obtain better estimation in wake regions
and regions near the vehicle surface. Physics-informed loss
is used to help the model generate data that satisfies the
physical governing equations. We also propose a new train-
ing strategy to improve learning effectiveness and avoid in-
stability during training for our enrichment task. Experi-
mental results demonstrate that the proposed method out-
performs the previous study in vehicle flow field enrichment
tasks by a significant margin.

1. Introduction

Flow fields, including velocity and pressure fields, help
design vehicles with a desirable aerodynamic performance
that is directly connected to steering stability and energy
efficiency. For example, designers frequently use the pres-
sure field to analyze the pressure distribution on a vehicle
surface to lower the air resistance of the vehicle. Gen-
erally, flow fields are computed using computational fluid
dynamics (CFD) simulations based on the Navier-Stokes
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equations [1] and the lattice Boltzmann methods [2]. CFD
simulations developed over the years have produced highly
accurate results and contributed to the development of the
current automotive industry. However, a CFD simulation
requires several days to complete and incurs a huge compu-
tational cost. With the increasingly competitive automotive
industry, it is crucial to develop new designs within a short
period. Therefore, a new approach with rapid computation
speed is urgently needed.

Recently, several methods based on convolutional neural
networks (CNNs) [3, 4, 5, 6, 7, 8, 9, 10, 11] have been used
for flow field estimation. A typical feature of these methods
is that they provide relatively accurate results within sec-
onds with pre-trained models, which is a significant bene-
fit over CFD simulation. Most flow field estimation meth-
ods use low-resolution data to train estimation models for
hardware limitations. As a result, the output is also low
resolution, making it difficult for vehicle designers to un-
derstand the more detailed aerodynamic performance and
possible improvements of vehicles. Therefore, a super-
resolution model is required to enrich the low-resolution
flow fields around vehicles. Several CNN-based meth-
ods [12, 13, 14, 15, 16] have been also proposed for image
super-resolution tasks. However, these methods are trained
with L1/L2 loss functions so that the averaged loss values
are used to update the model. This smooths the regions with
high-frequency components which always provide larger
loss values. Consequently, these methods have difficulty
generating high-frequency components. To address this is-
sue, both Ledig et al. [17] and Wang et al. [18] improved the
high-resolution generation ability of high-frequency com-
ponents by adding the mechanism of generative adversar-
ial network (GAN [19]) and showed that the generator can
receive feedback from the discriminator about lacking the
high-frequency components in the generated results.

To deal with the flow field enrichment task, several
super-resolution methods with GAN mechanism [20, 21,
22] have been proposed inspired by the aforementioned im-
age super-resolution methods. These methods trained with
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the additional physics-informed loss functions designed
from fluid mechanics such as the continuity equation. The
results of these methods showed the potential of generating
higher resolution flow fields that also satisfy the physical
governing equations. However, the vehicle flow fields we
handle have a larger size compared to the flow field data
used in these methods. For this reason, we need to expand
the super-resolution model to fit our data. Besides, the fol-
lowing three problems, more or less, within these methods
also need to be addressed.

1. Using batch normalization [23] layers in the generator
tends to create undesirable artifacts and noises on gener-
ated results of the test set [16, 18].

2. Using mean square error (MSE) as a loss function tends
to cause an over-smoothing problem [8] and results in
poor generation ability on areas near the vehicle surface
since MSE considers each pixel equally.

3. Suddenly adding the discriminator into the training pro-
cess after training the generator independently degrades
training effectiveness since the learning purpose is also
suddenly changed.

In this study, we propose a super-resolution model with
GAN mechanism to enrich the flow fields around the ve-
hicle to a higher resolution. We employ TEGAN (Sub-
ramaniam et al. [20]) as a baseline and aim to improve
the generation abilities to address the aforementioned prob-
lems. Following the ESRGAN (Wang et al. [18]), we apply
a residual-in-residual dense block (RRDB) without batch
normalization layers as the basic network-building unit to
avoid undesirable artifacts and make use of the relativistic
discriminator (Alexia et al. [24]) to help the model com-
pensate the lacking high-frequency components better. Be-
fore outputting the generated high-resolution flow fields, the
upsampled results are multiplied by a binary mask to im-
prove training effectiveness because the flow fields values
inside the vehicles are always 0. Next, we propose distance-
weighted loss instead of using mean absolute error (MAE)
or MSE as a part of loss functions to obtain better results
in wake regions around the rear of the vehicle and regions
near the vehicle surface.

As mentioned above, the abrupt change by suddenly
adding the discriminator into the training process may de-
grade training effectiveness. To address this, we propose
a new training strategy for our flow field enrichment task
called scheduled-learning. In this strategy, the importance
of each loss function changes during training, and the over-
all learning purpose changes slowly to increase training ef-
fectiveness and stability.

Experimental results show that the proposed method out-
performs the previous methods such as bicubic interpola-
tion (Khaledyan et al. [25]) and other CNN-based methods

Figure 1. The structure of our dataset.

in vehicle flow field enrichment tasks. The output high-
resolution flow fields were surprisingly improved by adding
the proposed elements to the previous works, especially in
high-frequency components of flow fields. Moreover, the
experimental results showed the effectiveness of each pro-
posed element.

To the best of our knowledge, this is the first attempt
to enrich the 3D vehicle flow fields with a super-resolution
model. It only takes 0.2 seconds to output the higher res-
olution flow fields from the lower ones which can be ob-
tained from the CNN-based methods. Vehicle designers
benefit from the proposed method to discuss the more de-
tailed shape design in a second-unit period rather than wait
for CFD simulation which needs at least 1 day in the current
process.

2. Dataset
To evaluate the performance of the proposed method,

following Chen et al. [8], we generated a dataset for our
flow field enrichment task, which includes 1,121 cases of
vehicles from many different categories such as sedans and
SUVs. Figure 1 shows the structure of the dataset. We
placed vehicles in a 10m × 4m × 3m Cartesian space and
used the CFD software to estimate the flow fields. In the
CFD simulations, the speed of the vehicles was set to 120
km/h. For high-resolution data, we sampled the aforemen-
tioned space with a 0.05 m pitch, which resulted in the size
of the high-resolution data being 200×80×60. For low res-
olution, the sample size was 0.1 m; therefore, the data size
was 100 × 40 × 30. Each case of high- or low-resolution
data was combined with four components.

• uSDF(un-Signed Distance Function): A matrix contain-
ing the distance from an arbitrary point in space to the
vehicle surface, which is used in the proposed new loss
function introduced in Section 3.3.

• Velocity Fields: The speed of the air moving around the
vehicle is expressed separately under the three compo-
nents ux, uy , and uz .

• Pressure Fields: Air pressure at each point in the space
around the vehicle.
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Figure 2. Architecture of the generator, including NC RRDB blocks. Each RRDB contains NDB dense blocks. γ is the residual scaling
parameter. In this study, we set NC = 6, NDB = 3 and γ = 0.2.

• Mask: Binary mask for each vehicle, where 1 indicates
the region that allows air to pass through and 0 means
that the air cannot reach. In this study, the mask plays
an important role in reducing the computational cost and
improving the model’s performance. The details are dis-
cussed in Section 3.

3. Proposed Method
Our main aim is to propose a super-resolution model for

our vehicle flow field enrichment task. We apply TEGAN
as the baseline and improve the generation ability by mak-
ing use of our proposed method. In this section, we first
describe our proposed network architecture. Next, we intro-
duce our proposed loss function for improving the genera-
tion accuracy. Finally, we introduce a new training strategy
to increase training effectiveness and stability.

3.1. Network Architecture

Figure 2 shows the architecture of the generator of the
super-resolution model used in this work. Similar to the
previous work TEGAN, we build our model based on SR-
ResNet [17]. To adjust to our 3D flow field enrichment task,
2D convolutional layers are replaced with 3D convolutional
(Conv3D) layers for handling the 3D flow field data. How-
ever, following Wang et al. [18], we also remove batch nor-
malization layers from the both generator and discriminator
to avoid undesirable artifacts and improve the generaliza-
tion ability of the model, which is also able to save the com-
putation cost because handling 3D data need a larger size of
memory. We also borrow the idea of residual-in-residual
dense block (RRDB) from [18]. The RRDB, which com-
bines multilevel residual networks [26] and dense connec-

tions [27], helps the model extract more important features
from low-resolution flow fields before upsampling them to
high-resolution data with a 3D pixel shuffle layer [28]. The
last two Conv3D layers in Figure 2 readjust the features and
reduce the checkerboard artifact caused by the pixel shuffle
layer. Finally, the generated high-resolution flow fields are
multiplied by a binary mask element-wise. Because most
parts inside the vehicle do not have air flowing through,
adding a binary mask reduces the computational complex-
ity to be equivalent to the size of the vehicle. Adding a
binary mask also suppresses gradients in areas where the
mask value is 0. Therefore, after a few initial epochs, the
model primarily focuses on regions with a mask value of
1; this means that adding a mask indirectly increases the
overall accuracy of the model.

3.2. Relativistic Average Discriminator

The content loss, which will be discussed in the next sec-
tion, helps the model generate super-resolution data that are
close to real data (high-resolution ground truth). However,
training the model with the content loss only will cause the
lack of high-frequency components. Schwarz et al. [29]
found that discriminator can provide a meaningful training
signal for the spectral statistics at high frequencies. There-
fore, we train the model with GAN mechanism and use a
discriminator to focus on the feedback about the flow field
structure and the lack of high-frequency components. We
employed the relativistic average discriminator (Alexia et
al. [24]) for GAN training. In a standard GAN, the discrim-
inator predicts whether an image is real or fake based solely
on that image. By contrast, a relativistic average discrimi-
nator attempts to predict the probability that the given real
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data are more realistic than fake data on average, which in-
creases the ratio of the feedback about the incorrectly gen-
erated flow field structure and the lack of high-frequency
components in the final feedback comparing with a stan-
dard discriminator.

3.3. Loss Function

In a word, there are three types of loss functions used for
training the generator of the super-resolution model. First, a
content loss (Lcontent) helps the generated high-resolution
data gradually get close to the ground truth, which is usu-
ally MSE or MAE. In this study, we propose a new content
loss called distance-weighted loss to improve the generation
ability in the wake regions and regions near the vehicle sur-
face. Second, we employ the relativistic average discrim-
inator to provide an adversarial loss (Ladversarial) for im-
proving generation ability of high-frequency components.
In addition, a physical loss (Lphysical) is added to ensure
that the generated results obey the physical laws. Details
are discussed in each subsection.

3.3.1 Distance-Weighted Loss

MSE and MAE, often used as the content loss for super-
resolution models, are calculated as follows in our task:

LMSE =
1

WHL

W, H, L∑
x,y,z=0

(
IHR
x,y,z − ISR

x,y,z

)2
(1)

LMAE =
1

WHL

W, H, L∑
x,y,z=0

∣∣IHR
x,y,z − ISR

x,y,z

∣∣ (2)

where W, H, L denote the width, height, and length of
the flow field space respectively. As we can see from these
two equations, both MSE and MAE consider the weight of
each pixel is equivalent; this may be useful for image super-
resolution tasks because the importance of each pixel to be
equivalent. However, in vehicle flow field enrichment tasks,
the flow fields near the vehicle surface and wake regions
are more important than those in the other regions. Fur-
thermore, the computational cost can be reduced by ignor-
ing airless areas. To adjust this problem, we use the binary
mask and uSDF described above to define a new content
loss called distance-weighted loss as follows:

Lcontent =
1

WHL

W, H, L∑
x,y,z=0

α1maskx,y,z

α2+uSDFx,y,z

(
IHR
x,y,z − ISR

x,y,z

)2 (3)

Equation 3 can be regarded as a weighted squared er-
ror, where α1 and α2 control the scale of the weight in
each pixel. With the appearance of uSDF in the denom-
inator, the closer the region is to the vehicle surface, the

Figure 3. An example of distance-weighted loss.

more important it will be. By contrast, the influence of the
areas far from the vehicle surface is small. However, Chen
et al. [8] showed that the too small weights will cause the
model to lose the generation ability in the corresponding re-
gions. Therefore, in this study, both α1 and α2 are set to
5.5 so that the weight of each pixel decreases from 1 to 0.5
when moving from the vehicle surface to the edge. Mean-
while, with the binary mask in the numerator, regions that
do not allow air to pass through will be ignored. Using the
binary mask, the weights of regions not allowing air to pass
through are set to 0. Figure 3 shows an example that vi-
sualizes the weights on the central cross-section in y-axis
direction.

3.3.2 Physical Loss

Since the flow of vehicles can be regarded as incompress-
ible flow, the divergence of the velocity field should equal
to 0, which is also called the continuity equation. In addi-
tion, by substituing the continuity equation for the momen-
tum equation derived from Navier-Stokes equation, we ob-
tain the pressure Poisson equation which can be used as the
other physical constraint because the right side of the equa-
tion is 0. Therefore, similar to Subramaniam et al. [20], we
use the residual of the continuity equation and the pressure
Poisson equation as the physical constraints of the generator
outputs. This physical loss is calculated as follows:

Lphysical = λC | ∇ · u︸ ︷︷ ︸
left side of the continuity equation

|

+ (1− λC)| ∇2p+ ρ∇ · (u · ∇u)︸ ︷︷ ︸
left side of the pressure Poisson equation

|
(4)

where u ([ux, uy, uz]
T ) and p denote the velocity vec-

tor and the kinematic pressure stored in each pixel of ve-
locity field and pressure field respectively. ρ is the density
of flow which is a constant value. In our case, ρ is set to
1.205 kg/m3. λC is a hyperparameter in range [0, 1] used
to control the balance between the continuity equation loss
and the pressure Poisson equation loss. Since both of them
have the same importance, we set λC = 0.5.
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3.4. Scheduled Learning

By combining the aforementioned three loss functions,
the total loss for the generator should be described as fol-
lows:

LG = wcLcontent + wpLphysical + waLadversarial (5)

where wc, wp, wa are hyperparameters representing the
weight of each element. Generally, the training process
will be stabilized by choosing suitable and fixed hyperpa-
rameters from the beginning. However, optimizing all the
elements with fixed weights from the beginning may in-
crease the training time. An illustrative example is to op-
timize Lcontent and Lphysical simultaneously. Optimizing
Lphysical from the beginning is unnecessary because op-
timizing Lcontent independently helps the model generate
data similar to high-resolution data; this indirectly helps the
model automatically optimize a part of Lphysical without
using Lphysical as feedback. Optimizing Lcontent indepen-
dently to a certain level and then slowly adding Lphysical

to continue the training process will make the model train
faster and more stable. The same applies to Ladversarial.
In Subramaniam et al. [20], the generator was first trained
without Ladversarial. The discriminator was then trained
with hundreds of iterations independently. Finally, the gen-
erator and discriminator were trained together with the ac-
tive adversarial loss until the losses were saturated. This
learning strategy can improve the learning speed of the
model. However, the learning curve of the Lphysical in
this study shows that Lphysical suddenly spikes after adding
Ladversarial; this happens because of a sudden change in
the learning purpose. In some cases, the model may get
stuck in the local minima or even does not converge be-
cause of this sudden change. In this study, the total loss for
the generator is calculated as follows to avoid significant
changes in the learning purpose and to stabilize learning as
well.

LG =Lcontent + w1s1Lphysical + w2s2Ladversarial

where wi =
eβi×epoch − 1

eβi×max epoch , i ∈ {1, 2}
(6)

where s1, s2 are hyperparameters in range [0, 1] used
to rescale Lphysical and Ladversarial, w1, w2 are used to
control the weight of each loss element. In this work,
s1, s2 were set to 10−2 and 1. β1, β2 were set to 10−3 and
5× 10−3.

Figure 4 shows an example in which Lcontent is the pri-
mary loss function of the generator, and the weights of other
loss functions slowly increase during training. In the early
stages of training, the weight of Lphysical is minor. There-
fore, the focus is on generating data close to high-resolution

Figure 4. An example of scheduled learning

ground truth. As the training process progresses, the weight
of Lphysical increases, and the focus on whether the gen-
erated results are correct according to the physical laws
also increases. Finally, when the generator has learned to
a certain level, and the importance of Ladversarial is large
enough, then Ladversarial acts as feedback for the genera-
tor to focus on supplementing the missing parts, especially
high-frequency components, and errors in the structure of
the flow fields. This strategy increases training stability be-
cause the learning purpose is changed slowly. The com-
putational cost is also reduced because optimizing Lcontent

indirectly optimizes the other two loss functions. Lphysical

and Ladversarial are gradually added after Lcontent has
been optimized to a certain level to help the generator learn
the remaining tasks that cannot be completed with Lcontent

alone.

4. Experiments
We train all the networks on two NVIDIA A100 GPUs

using the dataset described in Section 2. We split the dataset
into training and test sets which include 1,011 and 110 cases
respectively. As introduced in the previous section, rescal-
ing parameters s1 and s2 are set to 10−2 and 1, scheduled
learning parameters β1 and β2 are set to 10−3 and 5×10−3.
We use Adam optimizer (Kingma and Ba [30]) with a learn-
ing rate of 10−4 to train the model. For comparison pur-
poses and confirming the effectiveness of the proposed ele-
ments, we reimplement the TEGAN that fits our flow field
enrichment task and its variants by adding scheduled learn-
ing, binary mask, and distance-weighted loss sequentially.
We train them under the same conditions.

4.1. Super-resolution Results and Comparisons

By training with the training set, it is possible to work
on a 2× upsampling flow field enrichment task, which gen-
erates the high-resolution (200 × 80 × 60) 3D flow fields
from the low-resolution ones (100× 40× 30). In our case,
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Figure 5. Comparisons of velocity magnitude and pressure between generated high-resolution flow fields and the ground truth in central
cross-section. We show several cases of vehicles in the test set.

Masked MAE on the test set

2× upsampling 4× upsampling

Baseline
(TEGAN)

+ SL + SL, Mask
+ SL, Mask,

DwLoss
Proposed Baseline

(TEGAN)
Proposed

Velocity Fields
(m/s)

ux 0.501 0.485 0.454 0.399 0.369 0.656 0.361
uy 0.252 0.249 0.241 0.215 0.203 0.346 0.221
uz 0.247 0.246 0.228 0.191 0.184 0.319 0.202

Pressure Fields
(Pa) p 4.499 4.215 3.241 2.873 2.671 5.063 2.742

Table 1. Comparisons of Masked MAE on test set when training in different conditions. SL: Scheduled-learning, Mask: Binary mask on
output, DwLoss: Distance-weighted loss.

training a super-resolution model takes about 10 days, while
generating high-resolution flow fields from low-resolution
only takes 0.2 seconds. By combining with the CNN-based
flow field estimator like [8], it is possible to obtain higher-
resolution flow fields from a vehicle shape in 15 seconds.
Vehicle designers can discuss vairous ideas of shape deisgn
with the more detailed aerodynamic performance in a short
period, which is much faster than the current working pro-
cess that spends at least one day for one shape revision.

Figure 51 shows the central cross-sections in y-axis di-
rection of several vehicles evaluated on the test set, includ-
ing both velocity magnitude and pressure which visualize
the velocity field and pressure field respectively. We find
the proposed method can work well on various categories
of vehicles and the generated high-resolution flow fields are
very close to the ground truth. It is difficult to find the dif-
ferences by comparing with the ground truth in the figure.

1The velocity magnitude and pressure value can only be shown in the
scaled unit-less ranges in terms of data provider’s policy. However, the
differences are allowed to show the actual ranges.

To verify the effectiveness of each element in the pro-
posed method, we reimplement TEGAN as baseline and
add those elements sequentially for comparison. All of the
models are trained with the same training set and conditions
for 2× upsampling flow field enrichment task. In this study,
we use the masked mean absolute error (Masked MAE) in
Equation (7) as the criterion for a quantitative comparison;
this can be considered a variant of L1 loss when the errors
have been averaged over the total number of masks, not over
the total number of pixels. It eliminates areas with a mask
value of 0, where no air flows, and only calculates the error
in the airspace; this helped us obtain a more accurate view
of the performance of each model.

Masked MAE =

∑W,H,L
x,y,z=0 |I

HR
x,y,z − ISR

x,y,z|∑W,H,L
x,y,z=0 maskx,y,z

(7)

Table 1 shows the results evaluated on the test set. We
find that adding the proposed elements to the baseline sur-
prisingly improves the performance. As expected, sched-
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Figure 6. Differences between ground truth and generated high-resolution flow fields by different methods. We provide the comparisons
on other vehicle cases in supplementary material Section A.

Figure 7. Differences between ground truth and generated results
by the model trained with different content loss functions. See
additional evaluations in supplementary material Section B.

uled learning helps the model achieve better results by shift-
ing the importance of Lphysical and Ladversarial to the later
part of the training process. Focusing on optimizing all
loss functions from the beginning is not necessary because
optimizing Lcontent indirectly optimizes other loss func-
tions. Moreover, optimizing all functions from the begin-
ning also makes the model prone to falling into the local
minima. Mask and distance-weighted loss also significantly
improve accuracy because the mask eliminates air-flowless
parts, whereas distance-weighted loss helps the model focus
on parts that are difficult to reproduce into high-resolution
data, especially in areas close to the surface and inside the
vehicle. The proposed method, with a combination of the
aforementioned elements and the proposed architecture for
the generator and discriminator, outperforms the previous
methods with a significant gap in accuracy.

Figure 6 shows the differences of the same central cross-
section between ground truth and high-resolution generated
flow fields by different methods on an SUV case in the test
set. Bicubic interpolation and TEGAN cannot provide reli-
able results of flow fields close to the vehicle surface such

Masked MAE on the test set

Loss functions

MSE MAE Proposed

Velocity Fields
(m/s)

ux 0.392 0.422 0.369
uy 0.222 0.219 0.203
uz 0.197 0.199 0.184

Pressure Fields
(Pa) p 2.962 2.834 2.671

Table 2. Comparisons of Masked MAE on test set when training
with different loss functions

as the pressure fields above the engine hood and the veloc-
ity field in the wake region around the rear of vehicles. In
contrast, the proposed method is able to generate flow fields
the more accurately in those regions which are crucial when
assessing the vehicle aerodynamic performance.

To further evaluate the effectiveness of the proposed
method, we prepared a small dataset for 4× enrichment task
which includes 56 cases of training data. We trained both
the proposed method and TEGAN to 4× upsample from
the size of 100× 40× 30 to 400× 160× 120 and evaluated
on a small test set which includes 12 cases. Both Figure
6 and Table 1 show similar results as 2× enrichment task.
In regards to the results of the proposed method, although
there are some errors present in the front windshield and
rear of the vehicle, the overall upsampled results using the
proposed method are significantly superior compared to the
previous methods.

4.2. Ablation Study of Loss Function

We consider that the proposed distance-weighted loss
function plays an imperative role in training a more accurate
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Masked MAE on the test set

Loss functions

w/o Lphysical w/ Lphysical

Velocity Fields
(m/s)

ux 0.399 0.369
uy 0.217 0.203
uz 0.201 0.184

Pressure Fields
(Pa) p 2.711 2.671

Table 3. Comparisons of Masked MAE on test set when training
with and without physical loss.

Figure 8. Comparison of the velocity energy spectra in high-
frequency range for the different methods. (We provide results
on other vehicle cases in supplementary material Section C.)

super-resolution model. To verify its effectiveness, we train
the proposed method by replacing the proposed content loss
function with MSE and MAE respectively, which are usu-
ally used in super-resolution tasks. Figure 7 shows the cen-
tral cross-sections of the differences in the same SUV case.
Compared to MAE and MSE, using distance-weighted loss
helps the model generate the more accurate flow fields near
the vehicle surface which are considered very important.
Table 2 shows the results of the quantitative evaluation on
the test set. The distance-weighted loss outperforms MAE
and MSE in the results for all components of flow fields. In
addition, the results in Table 3 show that the physical loss
also contributes to improving performance. The physical
loss not only helps produce physically correct results but
also increases the accuracy of flow field enrichment on the
test set.

4.3. High-frequency Components Analysis

We claimed that the proposed method helps the super-
resolution model have a better ability to generate high-

frequency components of flow fields. To verify our con-
sideration, we calculate the energy spectra [31] of velocity
fields. Figure 8 shows the results of the same SUV case used
in Section 4.1 in the high-frequency range. The horizon-
tal axis represents the wavenumber which is proportional to
frequency. The vertical axis represents the energy of each
wavenumber component. It is easy to find that the high-
resolution flow field has the more high-frequency compo-
nents than the low-resolution one. This partly shows the
reason why vehicle designers need the high-resolution flow
fields. These high-frequency components show the more
details that help analyze the aerodynamic performance more
accurately. The energy spectrum of the proposed method is
very close to the high-resolution ground truth, which out-
performs bicubic interpolation and TEGAN.

As shown in Figure 8, using bicubic interpolation causes
large differences appeared in the high-frequency range.
TEGAN, with the physical loss and GAN mechanism, im-
proves generation ability of high-frequency components.
However, the proposed method, with many improvements
in the network architecture, loss functions, and training
strategy, achieves a better match to real data than the pre-
vious methods in the high-frequency range. We can also
confirm the effectiveness of adding GAN mechanism and
selecting the relativistic averaged discriminator by compar-
ing with the results of the super-resolution model trained
with the normal discriminator [19] and without GAN mech-
anism separately. The results in Figure 8 clearly show that
the GAN mechanism contributes to the generation ability
of high-frequency components. Furthermore, the relativis-
tic averaged discriminator performs better than the normal
discriminator on high-frequency components generation.

5. Conclusion

In this study, we proposed a super-resolution model for
3D vehicle flow field enrichment task based on 3D CNN and
GAN mechanism. We applied RRDB without batch nor-
malization layers as the basic network-building unit of the
generator and applied a binary mask multiplying the gen-
erated high-resolution flow fields for lower computational
cost. The relativistic discriminator was used to provide
better feedback regarding the lack of high-frequency com-
ponents. To obtain better results in wake regions and re-
gions near vehicle surfaces, a distance-weighted loss func-
tion was proposed. To imporve the effectiveness of training
the model, we proposed a scheduled learning for our task.
Experimental results showed that the proposed method out-
performed the previous works in the vehicle flow field en-
richment task. The proposed method also captured the de-
tails in those regions we concern better and had a better gen-
eration ability of high-frequency components.
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