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Abstract

This paper highlights the need to bring document clas-
stfication benchmarking closer to real-world applications,
both in the nature of data tested (X : multi-channel, multi-
paged, multi-industry; Y : class distributions and label set
variety) and in classification tasks considered (f: multi-
page document, page stream, and document bundle clas-
stfication, ...). We identify the lack of public multi-page
document classification datasets, formalize different classi-
fication tasks arising in application scenarios, and motivate
the value of targeting efficient multi-page document repre-
sentations. An experimental study on proposed multi-page
document classification datasets demonstrates that current
benchmarks have become irrelevant and need to be updated
to evaluate complete documents, as they naturally occur in
practice. This reality check also calls for more mature eval-
uation methodologies, covering calibration evaluation, in-
ference complexity (time-memory), and a range of realis-
tic distribution shifts (e.g., born-digital vs. scanning noise,
shifting page order). Our study ends on a hopeful note by
recommending concrete avenues for future improvements.

1. Introduction

Visual Document Understanding (VDU) comprises a
large set of skills, including the ability to holistically pro-
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cess both textual and visual components structured accord-
ing to rich semantic layouts. The majority of efforts are
directed toward the application-directed tasks of classifica-
tion and extraction of key information (KIE) in visually-
rich documents (VRDs). Document classification (DC) is
a fundamental step in any industrial VDU pipeline as it as-
signs a semantically meaningful category, routes a docu-
ment for further processing (towards KIE, fraud checking),
or flags incomplete (e.g., missing scans) or irrelevant docu-
ments (e.g., recipe cookbook in a loan application).

Documents are intrinsically multi-paged, explaining
(partly) why PDF is one of the most popular universal doc-
ument file formats.! While DC in information manage-
ment workflows typically involves multi-page VRDs, cur-
rent public datasets [17, 24] only support single-page im-
ages and constitute too simplified benchmarks for evaluat-
ing fundamental progress in DC.

With the advent of deep learning, the VDU field has
shifted from region-based analysis to whole-page image
analysis. This shift led to substantial improvements in pro-
cessing document images with more complex layout vari-
ability, exposing the limitations of template-based meth-
ods. Our work highlights the opportunity and necessity of

IPDF is the 2nd most popular file format on the web (after HTML and
XHTML) following detected MIME types in CommonCrawl.
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moving beyond the page limits toward evaluation on com-
plete document inputs, as they prevalently occur (multi-
page documents, bundles, page streams, and splits) across
various practical scenarios within real-world DC applica-
tions, demonstrated in Figure 1 (see first page).

The practical task of long document classification [42]
is largely underexplored due to challenges in computation
and how to efficiently represent large multi-modal inputs.
Additionally, the proximity to applications involves a larger
community for conducting research, yet innovations may
happen in isolation or are kept back as intellectual property,
lacking evaluation on public benchmarks [13, 4], conse-
quently hindering reproducibility and fair comparisons.

Existing DC methodology is limited to single-page im-
ages, and independently and identically distributed (iid) set-
tings. We propose an improved methodology that extends
its scope to multi-page images and non-iid settings. We also
reflect on evaluation practices and put forward more mature
evaluation protocols. To better capture the complexity of
real-world document handling, we align DC benchmarking
closer to practical applications and task formulations.

Our key contributions can be summarized as follows:

* We have redesigned and formalized multi-page DC

scenarios to align fragmented definitions and practices.

* We construct and share two novel datasets

RVL-CDIP MP? and RVL-CDIP-N.MP’ to the
community for evaluating multi-page DC.

* We conduct a comprehensive analysis of the novel
datasets with different experimental strategies, observ-
ing the promise from best-case analysis (+6% absolute
accuracy) from targeting multi-page document repre-
sentations and inference.

* We overview challenges stalling DC progress, giving
concrete guidelines to improve and increase dataset
construction efforts.

2. Problem Formulation

We propose to use formal definitions to better align DC

research with real-world document distributions and prac-
tices. This will help to standardize DC practices and make
it easier to compare different methods.
Let X denote a space of documents, and let ) denote the
output space as a finite set of discrete labels. Document
page classification is a prototypical instance of classifica-
tion [54], where the goal is to learn an estimator f : X — )
using N supervised input-output pairs (X,Y) € X x Y
drawn iid from an unknown joint distribution P(X,Y).

A page p is a natural classification input that consists
of an image v € R *W (number of channels, height,

2huggingface.co/datasets/bdpc/rvl_cdip_mp
3huggingface.co/datasets/bdpc/rvl_cdip_n_mp

and width, respectively) with T word tokens {ti}iTzl orga-

nized according to a layout structure { (z}, y}, 2?7, y?) }iT:y
typically referred to as bounding boxes, either coming from
Optical Character Recognition (OCR) or natively encoded.
Note that in practical business settings, VRDs are pre-
sented at inference time to a production VDU system in dif-
ferent forms:
I. Single page (often scanned or photographed)
II. Single document
III. Multiple documents
IV. Multiple pages (often bulk-scanned to a single PDF)

V. Single image with multiple localized pages

Classification tasks  In a unification attempt, we formal-
ize the different classification inputs and tasks that arise in
practical scenarios, as visualized in Figure 1.

Definition 1 [Page Classification]. (I) A page (as defined
above) is categorized with a single category. When only
considering the visual modality, the literature refers to it as
‘document image classification’ [17]. An estimator for page
classification with the input dimensionality (X),) relative to
a page (viz., number of channels, height, and width) is de-
fined as:

foi &y =, 0
where ) = [C] for C mutually exclusive categories.

Definition 2 [Document Classification]. (II) A document
d contains a fixed number of L € [1,00) pages, which
do not necessarily have the same dimensions (height and
width). Albeit a design choice, the input dimensionality is
normalized across pages (e.g., 3 x 224 x 224). Assum-
ing a fixed input dimensionality (X;) relative to a document
(L x C x H x W), adocument classifier is defined as:

fa: X =Y, 2
where ) = [K] for K mutually exclusive categories.
Note also the difference in label space between the two
previous classification tasks, which can have some overlap
for document types that are uniquely identifiable from a sin-
gle page (e.g., an accident statement form).

Definition 3 [Document Bundle Classification]. (III) A
bundle b can contain a variable number of B documents,
each with a potentially different amount of L pages. A bun-
dle classifier models a sequence classification problem over
multiple documents:

fv : & — Y, where ) is a product space of B documents,

Y= x..x Vg with {; = [K] : j € [B]}.
3)
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Definition 4 [Document Stream Classification]. (IV) A
page stream s is similar to a document in terms of input
(number of pages L), albeit typically more varied in con-
tent and page formats. Page streams can implicitly contain
many different documents, with pages not necessarily con-
tiguous or even in the right order, as illustrated in Figure 1.

fs : Xy — Y, where Y is a product space of L pages,
Y=V x..xY,with{y; =[C]:je[L]}. &

A very concrete example of how the label sets [C] and
[K] can differ is in a loan application use-case where na-
tional registry proofs need to be sent: If two pages are sent
with the front and back of the ID-card, f, requires two la-
bels (id_front, id_back), whereas f; requires a single docu-
ment label (id_card).

A critical note is due to differentiate page stream seg-
mentation (PSS) [9, 36, 56] and page stream classification
as defined above (f5). PSS treats a page stream as a binary
classification task to identify document boundaries, without
classifying the identified documents afterward. fs consid-
ers the task in one stage where C' is constructed in a way
to send atomic units such as a wage slip in Figure 1 for in-
dividual downstream processing or it can be combined to
a single document label from [K] based on assigned page
labels. Two-stage processing is possible by applying PSS
as an instance of a f; classifier with [C] = {0, 1} where 1
indicates a document boundary, followed by f.

Definition 5 [Page Splitting]. (V) A multi-page image
m contains multiple page objects of similar types which
can have multiple orientations, page dimensions, and often
physical overlap from poor scanning [10]. A standard ex-
ample involves multiple receipts to be analyzed for reclaim-
ing VAT. While a complete approach will consist of localiz-
ing pages (using edge/corner detection, object detection, or
instance segmentation) and identifying page types, we will
only focus on the latter. For instance, multi-page splitting
can be defined as a preliminary check on how many page
types are present in a multi-page image (with input dimen-
sionality similar to a single page p):

fm 2 Xy — Y, where Y = Z°. (5)

Payment proofs such as tickets and receipts more often
are packed together due to their compactly printed sizes,
which would require splitting the unique documents from
within a page to send individually for further processing.
Following the national registry example. another rare yet
“economical” variation for f; occurs when a single page
contains both the front and back of the ID card stitched to-
gether. These edge cases (rightmost example in Figure 1)
should be dealt with on a case-by-case basis for how to set
up [K] (e.g., specific label: multi-tickets).

The formalisms defined above establishes a taxonomy of
DC tasks, which will be retaken in the discussion of chal-
lenges to align DC research and applications (Section 5).

3. Balancing Research & Applications

Having established a taxonomy, we further sketch the
role of DC in the larger scope of VDU, both in the applica-
tions and research context. We point to related VDU bench-
marks and describe current DC datasets with their relevant
(or missing) properties using the task formalizations. Next,
we link to related initiatives in dataset construction and calls
for reflection on DU practices. Finally, we introduce the cu-
rated DC datasets to support multi-page DC ( f4) benchmark-
ing, which will be used in a further experimental study.

General Benchmarking in VDU: In any industrial ap-
plication context where information transfer and inbound
communication services are an important part of the day-
to-day processes, a vast number of documents have to be
processed. To provide customers with the expected service
levels (in terms of speed, convenience, and correctness) a
lot of time and resources are spent on categorizing these
documents and extracting crucial information. Complex
business use cases (such as consumer lending, insurance
claims, real estate purchases, and expenditure) involve pro-
cessing bundles of different documents that clients send via
any communication channel. For example, obtaining a loan
typically entails sending the following documents to prove
solvency: a number of monthly pay stubs, bank statements,
tax forms, and national registry proofs. Furthermore, not all
documents are born-digital (BD), and as an artifact of the
communication channel (bulk scans/photographs, digitiza-
tion of physical mail), a single client communication can
contain an arbitrary amount of document page images in an
unknown order, requiring an f, classifier. Figure 1 provides
an overview of the different DC tasks that arise in applica-
tion scenarios, which are scarcely covered by DC research
benchmarks (see Table 2). As RVL-CDIP is the only large-
scale non-synthetic DC benchmark, we discuss it in more
detail, other dataset descriptions can be found in Supple-

mentary.
Current state-of-the-art DU research based ap-
proaches [, 18, 29] leverage the “pre-train and fine-tune”

procedure that performs significantly well on popular
DU benchmarks [17, 19,21, 60] (see Table 1). However,
their performance drops significantly when exposed to
real-world business use cases mainly due to the following
reasons: (1) The models are limited to modeling page-level
context due to heavy compute requirements (e.g., quadratic
complexity of self-attention [55]), effectively treating each
document page as conditionally independent and poten-
tially missing out on essential classification cues. (2) The
methods are heavily reliant on the quality of OCR engines
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Dataset Size Data Source Domain Task OCR Layout
IIT-CDIP [28] 35.5M UCSF-IDL Industry Pretrain X X
RVL-CDIP [17] 400K  UCSF-IDL Industry DC X X
RVL-CDIP-N [25] 1K Document Cloud Industry DC X X
TAB [36] 44 8K UCSF-IDL Industry DC X X
FUNSD [21] 199 UCSF-IDL Industry KIE v X
SP-DocVQA [35] 12K UCSF-IDL Industry QA v X
OCR-IDL [6] 26M UCSF-IDL Industry Pretrain v X
FinTabNet [58] 89.7K  Annual Reports S&P Finance TSR X v
Kleister-NDA [47] 3.2K EDGAR US NDAs KIE v X
Kleister-Charity [47] 61.6K UK Charity Commission Legal KIE v X
DeepForm [48] 20K FCC Inspection Forms broadcast KIE v X
TAT-QA [61] 2.8K Open WorldBank Finance QA v X
PubLayNet [60] 360K  PubMed Central Scientific DLA X v
DocBank [30] 500K  arxiv Scientific DLA v v
PubTabNet [59] 568K  PubMed Central Scientific TSR X v
DUDE [53] 40K Mixed Multi-domain QA v X
Docile [45] 106K EDGAR & synthetic Industry KIE v X
CC-PDF [51] 1.1M Common-Crawl (2010-22)  Multi-domain Pretrain X X

Table 1. DU Benchmarks with their significant data sources and properties. Acronyms for tasks DC: Document Classification DLA:
Document Layout Analysis KIE: Key Information Extraction QA: Question Answering TSR: Table Structure Recognition

Dataset Purpose #d #p |V Language Color depth
NIST [8] fs 5590 20 English Grayscale
MARG [32] fs 1553 2 English RGB
Tobacco-800 [62] fs 800 2 English Grayscale
TAB [36] fs 44.8K 2 English Grayscale
Tobacco-3482 [23] fo 3482 10 English Grayscale
RVL-CDIP [17] pre-training, f, 400K 16 English Grayscale
RVL-CDIP-N [25] fp, OOD 1002 16 English RGB
RVL-CDIP-O [25] fp, OOD 3415 1 English/Mixed RGB
RVL-CDIP_MP fa +400K E[L]=5 16 English Grayscale
RVL-CDIP-N_MP fa, OOD 1002  E[L]=10 16 English RGB

Table 2. Statistical Comparison of public and proposed extended multi-page DC datasets. OOD refers to out-of-distribution detection.
#d and #p refer to number of documents or pages, respectively. For the novel MP datasets, we report the average number of pages.

to extract spatial local information (i.e. mostly at word
level) suitable to solve downstream benchmark tasks; but
fail to generalize well on business documents. (3) Existing
datasets used for pre-training [17,28] are different in terms
of domain, content, and visual appearance from many
downstream DC tasks (detailed in Section 5.3). Therefore,
it can be challenging for industry practitioners to choose a
specific model to fine-tune for the DC use cases and task
specifics that they commonly encounter.

RVL-CDIP The Ryerson Vision Lab Complex Document
Information Processing [17] dataset used the original IIT-
CDIP (The Illinois Institute of Technology dataset for Com-
plex Document Information Processing) [28] metadata to
create a new dataset for document classification. It was cre-
ated as the equivalent of ImageNet in the VDU field, which
invited a lot of multi-community (Computer Vision, NLP)
efforts to solve this dataset. It consists of low-resolution,

scanned documents belonging to one of 16 classes such as
letter; form, email, invoice.

Proposed Datasets RVL-CDIP_MP is our first contribu-
tion to retrieve the original documents of the IIT-CDIP
test collection which were used to create RVL-CDIP. Some
PDFs or encoded images were corrupt, which explains that
we have around 500 fewer instances. By leveraging meta-
data from OCR-IDL [6], we matched the original identifiers
from IIT-CDIP and retrieved them from IDL using a conver-
sion. However, the same caveats for RVL-CDIP apply.

RVL-CDIP_MP-N can serve its original goal as a covariate
shift test set, now for multi-page document classification.
We were able to retrieve the original full documents from
DocumentCloud and Web Search. As no existing large-
scale datasets include granular page-level labeling (in terms
of [C]) for multi-page documents, we could not create a
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benchmark for evaluating fs;. Appendix B points to visual-
izations from the proposed datasets.

Related Initiatives General benchmarking challenges
have driven the VDU research community to set the seed
for initiatives to create its own document-oriented ‘“Ima-
geNet” [43] challenge, over which multiple long-term grand
challenges can be defined (deepdoc2022, scaldoc2023). In
another task paradigm, DocuVQA, there have been efforts
in the same spirit to redirect focus to multi-page documents
[50,52]. For the task of KIE, [46] launched a similar call
for practical document benchmarks closer to real-world ap-
plications. While these initiatives demonstrate a similar-
looking future direction, our contribution goes beyond in-
troducing novel datasets and seeks to guide the complete
methodology of DC benchmarking.

4. Experimental Study

To classify a multi-page document, one might ask the
question “Why not just predict based on the first page?
What would be the gain of processing all pages? What
baseline inference strategies can be applied to classify a
multi-page document?”’. This prompted us to put these as-
sumptions to the test in a small motivating study”.

As current public datasets only support page classifica-
tion, we have extended some existing DC datasets to already
enable testing a slightly more realistic, yet more complex
document classification scenario (fy).

We have reconstructed the original PDF data of the DC
datasets in Section 3. The goal of this experiment is to
tease some issues and strategies when naively scaling be-
yond page-level DC. Our baseline of choice is the document
foundation model DiT-Base [29], which as a visual-only
fp is competitive with more compute-intensive multimodal,

OCR-based pipelines [, 18,49].
Inference Strategy Scope
sample first page
second page
last page
sequence  max confidence page
soft voting page
hard voting page
grid grid document
document (ot tested) document

Table 3. Tested inference methods to classify multi-paged docu-
ments and simulate a true document classifier f4. Scope refers to
the independence assumption taken at inference time.

Table 3 overviews some straightforward inference strate-
gies. Consider the simplest inference strategy is to sample a

4Code provided at: https://huggingface.co/bdpc/src

given page with index | € [L] (or in our case {1,2,L — 1})
from §' = [f,(z)]'. The sequence strategies mainly differ in
how the final prediction g is obtained from predictions per
page, assuming a probabilistic classifier fp : X, — [0, 1]K.

MaxConf(z,y) = arg max[fp(x, y)]éc (6)

le[L]
kE[K]

L

SoftConf(z, y) = arg max Z
ke[K] -1

[fo(a, )] @)

L

HardVote(x, y) = arg max Z gt s
ke[K] 14

®)

with e a one-hot vector of size K. The grid strategy is
intuitive as we tile all page images in an equal-sized grid
that trades off the resolution to jointly consume all docu-
ment pages. While results in this experiment with fairly low
grid resolution (224 x 224) are poor, variations (with aspect-
preserving [27] or layout density-based scaling) deserve to
be further explored.

| Strategy | Acct FI1t  Fly 1 | ECEl AURC/ |
| /81291 93.345 93.351 93.335 | 0.075 0.010 |
first 91.291 91.286 91.271 | 0.073 0.014
second  [87.295 87.305 87.277 | 0.070 0.029
last 85.091 85.060 85.028 | 0.072 0.038
MaxConf (91.407 91.453 91.344 | 0.124  0.006
SoftVote [91.220 91.185 91.236 | 0.134  0.004
HardVote [85.995 86.182 85.781 | 0.085 0.018
grid 72.642 72.045 73.266 | 0.109 0.042

Table 4. Base classification accuracy of DiT-base [29] (finetuned
on RVL-CDIP) evaluated on the test set of RVL-CDIP_MP per
baseline f; strategy. Best results per metric are boldfaced. $ refers
to our reproduction of results.

| Strategy | Acct FIt  Fly 1t ECE| AURCY |
| fp[25] [78.643 81.947 60.564 0.105 0.076 |
first 78.760 75.316 60.801 0.144 0.025
second  [64.939 58.741 50.773  0.132 0.071
last 64.228 58.192 48.859  0.128 0.074
MaxConf [76.321 72.855 57.470  0.180 0.042
SoftVote [73.984 69.163 56.486  0.183  0.039
HardVote |67.480 63.188 52.235  0.110  0.088
grid 47.755 40.645 38.584  0.102 0.170

Table 5. Base classification accuracy of DiT-base [29] (finetuned
on RVL-CDIP) evaluated on the test set of RVL-CDIP_N_MP per
baseline fy strategy. Best results per metric are boldfaced.

Following similar calls (discussed infra. Section 5.4) in
the VDU literature [53] to establish calibration and confi-
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dence ranking as default evaluation metrics, we include Ex-
pected Calibration Error (ECE) [16,37,38] to evaluate top-1
prediction miscalibration and Area-Under-Risk-Coverage-
Curve (AURC) [11,20] to measure selective (proportion of
test set%) accuracy.

Results in Tables 4 and 5 demonstrate that classify-
ing by only the first page is a solid strategy, with perfor-
mance dropping when considering only later pages. Max-
imum confidence and soft voting require L (pages) times
more processing, yet attain similar performance as the best
single-page prediction. However, this could be attributed to
two factors: i) dataset creation bias since [17] constructed
RVL-CDIP from a page of each original .tiff file, for which
the label was kept if it belonged to one of the 16 cate-
gories, whereas RVL-CDIP-N [25] consistently chose the
first-page; ii) documents are fashioned in a summary-detail
or top-down content structure over pages. To confirm the
validity of the latter hypothesis, more robust experiments
on more fine-grained labeled DC are needed.

The results from Table 4 and Table 5 can be interpreted
as an upper bound (iid) and a loose lower bound (non-iid,
yet related), respectively. For the former, MaxConf is the
most accurate, yet compared to SoftVote has worse AURC,
potentially making SoftVote a better candidate for industry
use where controlled risk is more valued. While this trend is
not reproduced in RVL-CDIP_N_MP, it can be explained by
the more consistent first-page labeling, adding distracting
classification cues from later pages.

| Dataset | Strategy | Acct A |
RVL-CDIP_MP first+second *) 93.795  2.504
first+last(*) 93.675 2.384
second-+last(*) 89.709 —1.583
first+second/last*) (94.454 3.163
RVL-CDIP.N.MP | first+second™) 83.638 4.878
first+last(*) 83.130 4.370
second-+last*) 71.545 —7.215
first+second/last*) |84.553  5.793

Table 6. Best-case classification accuracy indicated with ) when
combining knowledge’ over different pages. A refers to the ab-
solute difference with the first page only.

To answer what can be gained from processing a multi-
page document in a single shot, Table 6 reports a best-case
error analysis, where a page prediction is counted as correct
if the model would have had access to the other pages. This
is calculated by using a bit-wise OR operation between the
one-hot vectors (I[y == §]) expressing correctness for each
strategy model. As a proof of concept, this shows that tar-
geting multi-page document representations and inference
is a promising avenue to improve DC.

5. Challenges and Guidelines

Following the introduced task formalizations of Sec-
tion 2, we claim that the distribution on which document
classification is currently evaluated publicly and the real-
world distributions have heavily diverged. Additionally,
our experimental validation on the novel datasets demon-
strated the potential of multi-page DC, empirically reinforc-
ing our call to action on improving DC methodologies. Let
PA(X,Y) and PR(X,Y) denote those two distinct distri-
butions, real-world applications and research respectively.
Further, we will characterize the specific divergences with
concrete examples and suggestions for better alignment.

5.1. Divergence of tasks: f

The challenge of directly processing multi-paged doc-
uments is typically avoided by current DC models which
only support single-page images [1,15,18,22,27,31,41,49].
Whenever a new DU model innovation happens, the impact
for document classification is publicly only measured on the
first task scenario (e.g., f, on RVL-CDIP), whereas produc-
tion DU systems more often need to deal with the other set-
tings (ILIILIV,V) in Figure 1. Moving beyond the limited
page image context will test models’ ability to sieve through
potentially redundant and noisy signals, as the classification
can be dependent on very local cues such as a single title
on the first page or the presence of signatures on the last
page. Without any datasets to test this ability, we also can-
not blindly assume that we can simply scale f,, classifiers
to take in more context or that aggregating isolated predic-
tions over single pages is a future-proof (performant and
efficient) strategy, as our experiments have shown.

While p is a natural processing unit for humans, acquir-
ing supervised annotations for every single page can be
more expensive than attaching a single content-based la-
bel (from [K]) to a multi-page document. However, fine-
grained labeling with f, could allow for more targeted and
constrained KIE, as knowing a certain page ! has label
y! = id_front € [C] will allow you to focus on specific en-
tities such as national registry number, date/place of birth.
Ultimately, these classification task formulations can also
help one consider how to set up f directly and annotate doc-
ument inputs, depending on the DC use-case.

5.2. Divergence of label space: Y

Current benchmarks often use simplified label sets that
are difficult to reconcile with industry requirements. While
RVL-CDIP is the de facto standard for measuring perfor-
mance on f, DC, recent research [26] has revealed several
undesirable characteristics. It supports only 16 labels that
pertain to a limited yet generic subset of business docu-
ments, which is far from the 1K classes in ImageNet on
whose image it was modeled. Real-world DC use cases
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typically support a richer number of classes (K ~ 50-
400). RVL-CDIP suffers from substantial label noise, es-
timated to be higher than current state-the-art f,, error rates
(see [26] for a detailed analysis) which are overfit to noise.
Due to the absence of original labeling guidelines, the la-
bels in RVL-CDIP can be ambiguous, containing disparate
subtypes (e.g., business cards in the resume category), and
inconsistencies between classes (cheques present in both
budget and invoice). Other errors include (near-)duplicates
causing substantial overlap between train and test distribu-
tions, corrupt documents, and plain mislabeling. However,
many common CV benchmarks are plagued by similar is-
sues [4] and would benefit from relabeling campaigns [57]
to maintain their relevance.

Considering the above, multi-label classification (not
covered explicitly in Section 5.1) could be a solution to re-
solve label ambiguities, yet this requires absolute consis-
tency in label assignments, which when lacking introduces
even more label noise. The highest labeling quality could
arise from consistent labeling at the page level and hierar-
chically aggregating page labels (C — K), yet granular
annotations are more expensive to obtain. Alternatively, it
may be better to follow the mutually exclusive and collec-
tively exhaustive (MECE) principle [7] to construct label
sets at the document level.

Finally, an overlooked aspect of current benchmarks is
that label sets [K] can be constructed based on some busi-
ness logic, where a very local cue can lead to a class as-
signment such as some checked box on page 26. Admit-
tedly, this does conflate the tasks of document object detec-
tion, KIE, and DC within a single label set. However, the
current focus on classes with plenty of evidence across a
document, with more global classification cues, should be
balanced with document types that rely on local cues.

Taking the above issues into account, the community
should work together towards developing more effective
and realistic DC datasets that better align with the needs
of industry practitioners. While tackling the challenge of
Y divergence was out-of-scope for the contributed datasets,
the next Subsection gives systematic recommendations for
obtaining better future DC benchmarks.

5.3. Divergence of input data: X

We offer suggestions for future benchmark construction
efforts such that they take into account what properties are
currently unaccounted for, organically improving on our
first pursuit towards multi-page DC benchmarking.

We argue that current VDU benchmarks fail to account
for many real-world document data complexities: multi-
ple pages, the distinction between born-native, (mobile)
scanned documents, accounting for differences in quality,
orientation, and resolution. Additionally, the UCSF Indus-
try Document Library (and in consequence all DC datasets
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Figure 2. Divergence of input data. The first image is an
example from DC benchmark RVL-CDIP [17], the second one
from Docile [45] for KIE, while the third one comes from Info-
VQA [34], illustrating the visual-layout richness of modern VRDs
vs. the monotonicity of most DC document data.

drawn from this source) contains mostly old (estimated pe-
riod 1950s to 2002), type-written black and white docu-
ments, while in reality, modern documents can have multi-
ple channels, colors, and (embedded) fonts varying in size,
typeface, typography. Recently, there have been efforts to
collect more modern VRD benchmarks for tasks such as
DocVQA [34,53], KIE [45], DLA [39]. Modern VRDs con-
tain visual artifacts such as logos, checkboxes, barcodes,
and QR codes; geometric elements such as rectangles, ar-
rows, charts, diagrams, ..., all of which are not frequently
encountered with the same variety in current benchmarks.
Future DC benchmarks should incorporate modern VRDs
to bring more diversity and variability in input data.

When developing DU models, it is therefore important
to consider the role of vision, language, and layout and how
these are connected to the classification task. For example,
current datasets are based on tobacco industry documents
containing very domain-specific language, which a less ro-
bust classifier can overfit (e.g., the spurious cue of a partic-
ular cigarette brand indicates an invoice). We highlight that
document data can be multi-lingual, and code-switching is
fairly common in document-based communications. For in-
stance, an email may be in one language while the attach-
ment is in another language.

In summary, future benchmarks must contain multi-
page, multi-type, multi-industry (e.g., retail vs. medical in-
voice) , multi-lingual documents with a wide range of docu-
ment data complexities to build and test generic DC systems.

The community should explore potential solutions to the
lack of adequate datasets for testing DC models such as 1)
leveraging public document collections, ii) synthetic gener-
ation, and iii) anonymization.

Public document collections: There are increasingly
more (non-profit) organizations (e.g., DocumentCloud),
governments (SEC EDGAR, financial institutions (World
Bank Documents & Reports), and charities (Guidestar)
that make business-related documents publicly available for
transparency in their operations and archival/research pur-
poses. These collections provide datasets that are closer

2968



to real-world scenarios. However, these documents are
typically unlabelled, although annotations could be crowd-
sourced through combined funding from interested parties.
Since most document data sources restrict automated crawl-
ing or document scraping, future dataset constructions will
require some cooperation and creativity, whilst fulfilling 1i-
censing, ethical, and legal requirements. A specific high-
lighted initiative is CC-PDF [51], which collected modern,
multi-lingual VRDs from CommonCrawl] for future use.

Data synthesis: This alternative was suggested by prior
work on KIE [3, 46] and DLA [5]for generating business
and scientific documents. [45] followed up on this, deliver-
ing a large-scale KIE dataset with 6K real documents an-
notated and 100K synthetic examples. However, synthetic
generation can be challenging to simulate real-world docu-
ments with similar data and classification complexity.

Anonymization can be a viable option to construct a DC
dataset without compromising ethical guidelines and pri-
vacy regulations. This process involves removing, masking,
replacing, or obfuscating data so that document content can
no longer be attributed to an individual or entity. For ex-
ample, one should remove names, addresses, and identify-
ing information such as social security numbers or replace
it with a textual tag ([SOCIAL-SECURITY-NUMBER]) or sim-
ilar pattern (e.g., Faker). While this process is not viable
for creating KIE datasets, KIE can play a big role in semi-
automatically anonymizing documents [12,40]. Companies
may be hesitant to make document collections public due to
concerns about privacy, confidentiality and GDPR compli-
ance. While anonymization can be an effective method, it
should be approached with caution as potential risks of re-
identification can make someone with originally good inten-
tions legally liable. A potential side-step can be investing in
privacy-preserving federated learning (e.g., PFL-DocVQA)
to allow access to private industry document data.

5.4. Maturity of evaluation methodology

Most DC models are evaluated using predictive perfor-
mance metrics such as accuracy, precision-recall, and F1-
score on iid test sets. However, in user-facing applications,
calibration can be as important as accuracy [16, 37, 38].
Even more so, when the confidence estimation of a DC is
used to triage predictions to either an automated flow or
manual processing by a human. Once a DC is in produc-
tion, the iid assumption will start to break, which would
recommend a priori testing of robustness against various
sources of noise (OCR, subtle template changes, wording
or language variations, ...) and expected distribution shifts
(born-digital-scanning artifacts, shifting page order, page
copies, irrelevant or out-of-scope documents, novel docu-
ment classes, concept drift, ...).

Nevertheless, we observe only a few applications in DC
(only reported on f;,) of more mature evaluation proto-
cols [20] beyond predictive performance. Notable excep-
tions include covariate shift detection from document image
augmentations [33], sub-class shift and generalization in
[25, RVL-CDIP-N], out-of-distribution detection [25, RVL-
CDIP-0O], and cross-domain generalization [2, (RVL-CDIP
<+ Tobacco-3482)]. However, the results on the latter can be
misleading as both datasets are drawn from a similar source
distribution. Another gap in DC benchmarking concerns
evaluating selective classification [1 1, 20], which is closer
to the production value evaluation of how many documents
can be automated without any human assistance.

Another interesting evaluation protocol concerns out-of-
the-box performance or how data-hungry/sample-efficient a
certain model is. In practice, few-shot learning from min-
imal annotations is a highly valued skill. This few-shot
learning evaluation protocol has been applied in [44] with
different data regimes. Finally, inference complexity (time-
memory) has been brought back to the attention of OCR-
free models [22], which we believe will be the key to mea-
suring when scaling solutions to multi-page documents.

6. Closing Remarks

Our work represents a pivotal step forward in establish-
ing multi-page DC by proposing a comprehensive bench-
marking and evaluation methodology. Thereby, we have ad-
dressed longstanding challenges and limitations Section 5
that have hindered progress in the field. As motivated in
our experimental study, we have proven the need to advance
multi-page document representations and inference.

Following up on this, we provide recommendations for
future DC dataset construction efforts pertaining to the type
and nature of document data, variety in and quality of the
classification label set, with a focus on particular DC scenar-
ios closer to applications, and finally how future progress
should be measured. Nonetheless, we are hopeful that the
VDU community can come together on these shortcomings
and apply the lessons from this reality check. Extending
the applicability of current state-of-the-art models in VDU
to multi-page documents needs further exploration, which
will go hand in hand with benchmark creation initiatives or
incorporating multiple DC task annotation layers on a single
dataset.
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