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Abstract

In monocular 3D human pose estimation, target motions are generally stable and continuous, which indicates that joint velocity can provide valuable information for better estimation. Therefore, it is critical to learn the joint motion trajectory and spatio-temporal information from velocity. Previous works have shown that Transformers are effective in capturing the relationship between tokens. However, in practice, only 2D position is available and 3D velocity has not been explicitly used as a model input. To address this challenge, we propose TMT (Two-step Mixed-Training strategy), a transformer-based approach that effectively incorporates 3D velocity into the input vector during training, allowing for better learning of relevant features in the shallow layers. Extensive experiments demonstrate that TMT significantly improves the performance of state-of-the-art models, such as MixSTE, MHFormer, and PoseFormer, on two datasets: Human3.6M and MPI-INF-3DHP. TMT outperforms the state-of-the-art approach by up to 13.8% on the Human3.6M dataset.

1. Introduction

The primary objectives of human pose estimation are to localize joints and provide a representation of the human body from pictures or videos. Current 3D human pose estimation (3DHPE) methods can be classified into two types. The first type predicts 3D estimations directly from raw images [20, 21]. The second type, known as 2D-to-3D lifting approaches [3, 16, 34], elevates the provided 2D estimation results to 3D positions. Generally, the second method performs better than the first method due to the two-stage inference process with state-of-the-art 2D pose detectors [4, 26]. In TMT, the focus is on these lifting methods. 3D human pose estimation has a wide range of applications, such as human-robot interaction [28] and action recognition [36, 38].

However, the mapping from 2D to 3D is not unique, which is different for subjects with different body shapes. To alleviate depth ambiguity and occlusion, considering the success of Transformer [31], Zheng et al. [40] model the spatial correlations among all joints in a frame and the temporal correlations among consecutive frames. It takes a video as input and predicts the 3D pose estimation for the central frame. Compared with PoseFormer [40] one-time spatial and temporal encoding, MixSTE [37] is proposed to utilize spatial and temporal blocks alternately to
obtain better spatio-temporal feature encoding. Additionally, MixSTE extends the output from the central frame to the entire sequence of input video, significantly reducing computation as the sequence length increases. With a seq2seq model, MixSTE achieves accurate and fast estimation simultaneously.

In previous studies, the 3D velocity vector has played various roles, primarily in loss functions and additional smoothing models. In addition to innovating the 2D-to-3D lifting model structures, SmoothNet [35] utilizes velocity and acceleration to mitigate the jitters in 3DHP by incorporating an additional stage into the lifting output. SmoothNet significantly enhances the temporal smoothness of existing pose estimators by effectively capturing the long-term temporal relations of each joint, while disregarding the noisy correlations among joints. In [1, 9], velocity vectors are employed as a loss function during training to enforce temporal smoothness constraints, ensuring temporal consistency across sequences.

However, current methods have not considered training neural networks to effectively capture 3D velocity features in the shallow layers. This highlights the need to explicitly incorporate 3D velocity vectors as feature inputs into the model. In practice, the velocity can be approximated by calculating the position difference between adjacent frames. From a statistical perspective, our experiments demonstrate a positive correlation between the Mean Per Joint Position Error (MPJPE) for each joint and the norm of its velocity vector, as illustrated in Fig. 2. Both intuition and statistics suggest that exploring the potential connections between joint position and velocity is worthwhile. To address this, transformer-based models, which have been proven to effectively capture relationships between tokens [37, 40], are employed to capture these connections.

Further experiments have demonstrated that 3D velocity vectors outperform 2D vectors as input features. Unlike 2D velocity, which is ambiguous and corresponds to multiple solutions, 3D velocity contains sufficient information to accurately describe 3D motion. Additionally, the absence of 3D velocity during inference has motivated us to develop a new training strategy that incorporates this valuable feature as input. As shown in Tab. 7, it has been proven that solely using 3D velocity as input during training, while excluding it during inference, can actually detriment the generalization of models. This leads to inconsistency between the information in the training data and the inference data.

To address the aforementioned issues, we propose a solution called TMT. TMT consists of two training steps and its structure is depicted in Fig. 1. We conducted experimental evaluations on two widely used human pose estimation benchmarks, namely Human3.6M [10] and MPI-INF-3DHP [19]. The results demonstrate that TMT achieves state-of-the-art performance when using ground truth as the 2D input. Our contributions can be summarized as follows:

- TMT is the first approach to propose a training strategy that directly incorporates the 3D velocity vector as input, without requiring it during inference. By employing TMT, we effectively enhance the model accuracy with minimal overhead.
- TMT introduces the synthesis of 2D keypoints with varying qualities, enabling us to explore the impact of input quality using synthesized data.
- Our approach achieves state-of-the-art performance on both Human3.6M and MPI-INF-3DHP datasets, with losses reduced to 18.6 mm and 48.3 mm respectively.

2. Related Work

2.1. 3D human pose estimation

3D human pose estimation can be divided into monocular and multi-view methods based on perspective data. Our work focuses on and summarizes 3D monocular methods. There are two main approaches used in monocular methods: direct estimation (end-to-end manner) and 2D-to-3D lifting. The direct estimation approach [22, 27, 29] estimates the 3D pose coordinates directly from the raw input, without relying on 2D pose coordinates. However, due to the advancements in reliable 2D keypoints detection methods [2, 4, 26], the 2D-to-3D lifting approach [5, 15, 17, 39], which utilizes the 2D pose coordinates to estimate the 3D pose coordinates, has shown better performance. In our proposed strategy, TMT, we also adopt the 2D-to-3D lifting method in the estimation process.

Based on these 2D intermediate representation, lots of works focus on the lifting process. For a single frame, Martinez et al. [18] utilize residual network to regress 3D human pose estimation from 2D keypoints. Furthermore, to capture the correlations in temporal domain and improve the accuracy, different network architectures [1, 7, 30] have been proposed. These methods use 2D keypoints sequence from videos to generate 3D human pose estimations. Long-Short-Term-Memory (LSTM) provides another way to explore temporal correlations in the 2D keypoints sequence. Hossain and Little [9] proposed a recurrent network that uses LSTM to explore the correlation of the 2D sequence in the temporal domain. Currently, some works propose to focus on the correlation in the spatial-temporal domains rather than just the temporal domain. In the spatial-temporal domain, features such as bone length [6] and symmetry [13] are considered to improve performance.

For 3D human pose estimation, the motion trajectory plays a crucial role in learning the relationship between joints. The learning of motion trajectory is divided into two parts: the time domain and the space domain. The transformer can efficiently discover the relationship between...
each token through data-driven optimization. Currently, the use of the transformer in 3D human pose estimation can be categorized into two approaches: modeling joints simultaneously in time and space within a continuous frame, and modeling joints within a continuous frame separately in the time domain and the space domain. So far, the second approach generally performs better. Therefore, we have chosen three state-of-the-art models, namely MixSTE [37], PoseFormer [40], and MHFormer [12], for evaluation.

PoseFormer [40] is the first to propose a highly competitive convolution-free transformer network, in contrast to the previous state-of-the-art models that rely on CNNs. In order to effectively capture local joint correlations, PoseFormer utilizes two separate transformers for spatial and temporal information. The input to PoseFormer consists of a 2D sequence of joints, and the output is the 3D position of the central frame.

MixSTE [37] builds upon the work of PoseFormer by introducing seq2seq transformer architectures and making further improvements. In order to capture both spatial dependencies and temporal motion in an input sequence, MixSTE incorporates a spatial transformer block (STB) and a temporal transformer block (TTB), achieving promising results. Initially, the input is projected into a high-dimensional feature space with dimension $d_m$. To preserve location information in both the spatial and temporal domains, MixSTE utilizes a location embedding matrix. The basic block of MixSTE employs the STB and TTB in an alternating manner to learn spatial and temporal correlations. Finally, a regression head is employed to concatenate the output of the TTB and reduce the dimensionality from $d_m$ to 3, generating the desired output format.

MHFormer [12] effectively models multi-hypothesis dependencies and establishes strong relationships among hypothetical features, enabling it to learn spatio-temporal representations of multiple plausible pose hypotheses. The task can be divided into three parts: (1) generating multiple initial hypothesis representations; (2) facilitating communication and merging among the multiple self-hypotheses to form a unified representation, which is subsequently partitioned into multiple diverging hypotheses; (3) merging multiple hypotheses to obtain the final 3D pose.
2.2. Usage of velocity in 3D human pose estimation

SmoothNet [35] utilizes velocity and acceleration information to refine the output of the 3D estimator and enhance temporal smoothness. The velocity and acceleration values are obtained by calculating the differences between successive 3D position estimations. These values are then used in an additional network to eliminate jitters in the output. In contrast to SmoothNet, our approach employs the velocity derived from the 3D ground truth to directly train the estimator, without the need for an extra network. This eliminates the requirement for additional parameters and reduces computational complexity. As shown in Table 4, our method, TMT, achieves improved accuracy without significant computational and storage overhead.

In the works [1, 9], a derivative loss is employed to enforce temporal smoothness in the estimation of joints’ velocity. The 21 joints are divided into three parts: palm root, finger mid, and finger terminal. The derivative loss is then utilized during the backpropagation process to improve the temporal smoothness of the joint velocity estimation.

Based on the analysis and comparison mentioned earlier, it has been observed that the MPJPE is positively correlated with the velocity norm. However, existing methods do not directly consider the velocity vector as an input. While it is possible to derive the 3D velocity vector from ground truth during training, it is not generally available for inference. In order to address this limitation, we propose the TMT method.

3. Approach

Our strategy involves two steps in the training process: training steps 1 and 2. The difference between these two steps lies in the input contents. In step 1, we merge the 2D position estimation from detectors with the 3D zero vector to create a 5D vector, which serves as the input for the Transformer-based 3D estimator. In step 2, we combine the 2D position estimation with the 3D velocity vector, derived from the differentiation of the 3D ground truth, to obtain a 5D vector input.

3.1. Training and inference process

As shown in Fig. 1, the network takes 5D concatenation, which containing 2D keypoint coordinates $P_2 \in \mathbb{R}^{N \times T \times 2}$ with $N$ joints and $T$ frames, as input. There are two training steps. Training step 1 and 2. First, 2D keypoint coordinates are padded with zero vector $Z_3 \in \mathbb{R}^{N \times T \times 3}$ into $P_{Z3} \in \mathbb{R}^{N \times T \times 5}$. In the training step 2, 2D keypoint coordinates $P_2$ and 3D joints velocity vector $V_3 \in \mathbb{R}^{N \times T \times 3}$ are merged into $P_{V3} \in \mathbb{R}^{N \times T \times 5}$. $P_{Z3}$ and $P_{V3}$ are the inputs of TMT. 3D prediction sequence $P_3 \in \mathbb{R}^{N \times T \times 3}$ is the output of Transformer models. The inference process is the same as the training step 1, using the $P_{Z3}$ as input. The calculation formula of $V_3$ is as follows:

$$V_3(i,j) = [P_3(i,j) - P_3(i-1,j)]/\Delta T$$

$V_3(i,j)$ represents the velocity vector of $j$-th joint in $i$-th frame, where $i \in [2, T]$ and $j \in [1, N]$. The length of the $V_3(i,j)$ is $T - 1$. In order to ensure the consistency of the length of the input sequence, $V_3(i,1)$ is set to 0. $P_3$ denotes the ground truth 3D positions.

$\Delta T$ is set to one for simplicity. Since $\Delta T$ is assumed to be the same over the entire video input sequence, it becomes a redundant scaling factor and can actually be omitted. With the additional 3D velocity information, TMT generates better 3D prediction sequence. Under TMT, The model parameters are updated in step 1 and step 2 alternatively.

There are three reasons for this approach. The first one, as the goal of TMT, is to add the 3D velocity vector into the input as a new characteristic. The second is forcing the model to fit the input data from two distribution with different input structure. The connections for velocity are dropped out when padding zero, preventing from overfitting to velocity vector [25]. The third reason is to follow the inference requirement. Because the 3D velocity vectors are not available for input of lifting process in application, unlike the training process with two steps, the inference process has only step 1, that is, using 2D position estimation and 3D zero vector as input. As justification, choosing zero vector mimics the idea of zero padding, with the fact that the average velocity is typically zero. Also, using zero vector follows the regularization of dropout method, while regularly alternative padding makes them different.

To handle the increased dimensionality, the input dimensions are modified from 2D keypoints to 5D composed vectors. This modification can be achieved by resetting the model parameters of the first layer. By adjusting the input dimensions, the model can effectively handle the increased dimensionality of the composed vectors.

3.2. Synthesize 2D keypoints with various qualities

The quality of the 2D keypoints input has a significant impact on the effectiveness of TMT. To investigate this impact, we utilize CPN as the 2D detector and generate 2D keypoints of varying quality by gradually adjusting the CPN keypoints towards the 2D ground truth. This allows us to explore the influence of 2D keypoints input quality on TMT. The calculation formula is as follows:

$$P_{2(i,j)} = CPN(i,j) + m \times (GT(i,j) - CPN(i,j))$$

$m \in [0, 1]$ represents the proximity of the final 2D keypoints to the 2D GT. $P_{2(i,j)} \in \mathbb{R}^2$ indicates the final 2D keypoints of $j$-th joint in $i$-th frame under $m$. $CPN(i,j) \in \mathbb{R}^2$ represents the original 2D keypoints of $j$-th joint in $i$-th frame from CPN. $GT(i,j) \in \mathbb{R}^2$ represents 2D GT of $j$-th joint in $i$-th frame.
### Table 1. The comparison results on Human3.6M under Protocol 1 (no rigid alignment applied) using 2D ground truth as the input. The highlighted numbers in bold are the best results of different motions.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>MPJPE</th>
<th>P-MPJPE</th>
<th>MPJVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protocol 1 (MPJPE)</td>
<td>31.6</td>
<td>44.4</td>
<td>41.0</td>
</tr>
<tr>
<td>Protocol 2 (P-MPJPE, 2D Detectors)</td>
<td>32.2</td>
<td>44.0</td>
<td>41.0</td>
</tr>
<tr>
<td>Protocol 2 (P-MPJPE, 2D Detectors)</td>
<td>32.2</td>
<td>44.0</td>
<td>41.0</td>
</tr>
</tbody>
</table>

### Table 2. Quantitative comparison (MPJPE,P-MPJPE,MPJVE) under Protocol 1 (no rigid alignment applied) and Protocol 2 (rigid-alignment) on Human3.6M using detected 2D pose estimation as the input. The highlighted numbers in bold are the best results of different motions.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>MPJPE</th>
<th>P-MPJPE</th>
<th>MPJVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protocol 1 (MPJPE)</td>
<td>31.6</td>
<td>44.4</td>
<td>41.0</td>
</tr>
<tr>
<td>Protocol 2 (P-MPJPE, 2D Detectors)</td>
<td>32.2</td>
<td>44.0</td>
<td>41.0</td>
</tr>
<tr>
<td>Protocol 2 (P-MPJPE, 2D Detectors)</td>
<td>32.2</td>
<td>44.0</td>
<td>41.0</td>
</tr>
</tbody>
</table>

### 4. Experiments

#### 4.1. Datasets and evaluation

We assess our model’s performance on two widely used datasets: Human3.6M and MPI-INF-3DHP.

The Human3.6M dataset is considered the primary dataset for indoor 3D human pose estimation. It comprises recordings from four cameras that capture the movements of 11 actors. The dataset includes 17 standard actions, such as sitting, standing, and walking, for each actor. The evaluation is based on the coordinates of 17 joints on the actor’s body, known as keypoints, which are recorded. The dataset consists of a total of 3.6 million frames, divided into different sections. All actions are used for both training and testing. Five subjects (S1, S5, S6, S7, S8) are used for training, while two subjects (S9 and S11) are reserved for testing. The evaluation is conducted using Protocol 1 (MPJPE) and Protocol 2 (P-MPJPE), as defined in [23].

The MPI-INF-3DHP dataset includes both indoor and outdoor scenes. It consists of recordings from 14 cameras capturing the movements of 8 actors. The dataset includes eight
standard actions. Additionally, MPI-INF-3DHP provides a test set consisting of recordings from 6 subjects, featuring various scenes.

4.2. Implementation details

TMT is a training strategy based on transformers. In the following experiments, we utilized the state-of-the-art model MixSTE as the 2D-3D lifting estimator. Our strategy was implemented using PyTorch. Two RTX 3090ti GPUs were employed for both training and testing. The input for the 2D keypoints consisted of the results from CPN (Cascaded Pyramid Network) [4] and the 2D ground truth. The weight setting in Weighted MPJPE (WMPJPE) was determined based on the joint type.

4.3. Comparison with state-of-the-art methods

Human 3.6m. The input for TMT and other baseline models consists of the 2D human pose estimation from the CPN network and the ground truth. The specific results for 15 different motions are provided in Tab. 1. The last column displays the average results across all 15 actions. Notably, the MPJPE (Mean Per Joint Position Error) has been reduced from 21.6 mm to 18.6 mm, which corresponds to a reduction of approximately 13.8%.

For the CPN 2D detector, the test set results of 15 actions (S9 and S11) are presented in Tab. 2. Under Protocol 1, TMT achieves a value of 40.5 mm, while under Protocol 2, it reaches 32.4 mm. The comparison of the total MPJPE for different joints and the 3D target average velocity for each joint on the Human3.6M test set is depicted in Fig. 2a. Additionally, the correlation between the total MPJPE and average velocity is illustrated in Fig. 2b. When comparing limb joints with trunk joints, it is observed that limb joints have a higher average velocity, and the average velocity increases as the joints move farther away from the trunk. Overall, there is a positive relationship between the average velocity of a joint and its MPJPE, indicating a strong correlation between average velocity and MPJPE.

Comparing to GT 2D keypoints, the improvement on CPN input is limited. This observation motivates the exploration on effects of input qualities.

MPI-INF-3DHP. Tab. 3 shows the comparison between TMT and other methods on MPI-INF-3DHP. The ground truth is used as the input. In the Tab. 3, TMT reaches the best results in MPJPE, outperforming the traditional strategy by 12% on average.

4.4. Parameters and FLOPS

In TMT, there is no need for additional model parameters apart from the embedding matrix in the first layer. As a result, the number of parameters in TMT shows almost no increase compared to MixSTE. Table 4 provides a comparison of the parameters and FLOPS (floating point operations per second) between MixSTE and TMT.

<table>
<thead>
<tr>
<th>T</th>
<th>Parameters (M)</th>
<th>FLOPS (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MixSTE</td>
<td>TMT</td>
<td>MixSTE</td>
</tr>
<tr>
<td>9</td>
<td>33.66</td>
<td>33.67</td>
</tr>
<tr>
<td>27</td>
<td>33.67</td>
<td>33.67</td>
</tr>
<tr>
<td>81</td>
<td>33.70</td>
<td>33.70</td>
</tr>
<tr>
<td>243</td>
<td>33.78</td>
<td>33.79</td>
</tr>
</tbody>
</table>

Table 3. The comparison results of MPJPE on MPI-INF-3DHP with 2D ground truth input. The result in bold is the best result.

4.5. Time for convergence

Tab. 5 shows that TMT achieves faster convergence compared to MixSTE when using the same batch size and learning rate. Although TMT takes two training steps in each batch, resulting in approximately double the time for each epoch, the total number of epochs required for convergence in TMT is less than half of that in MixSTE. As a result, the overall time for convergence in TMT is less than that in MixSTE. This indicates that TMT can achieve convergence more efficiently within a shorter training time.

<table>
<thead>
<tr>
<th>T</th>
<th>Batch</th>
<th>lr</th>
<th>Total time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MixSTE</td>
<td>TMT</td>
<td>MixSTE</td>
<td>TMT</td>
</tr>
<tr>
<td>27</td>
<td>1024</td>
<td>0.00004</td>
<td>2107</td>
</tr>
<tr>
<td>81</td>
<td>1024</td>
<td>0.00004</td>
<td>2346</td>
</tr>
<tr>
<td>243</td>
<td>1024</td>
<td>0.00004</td>
<td>2205</td>
</tr>
<tr>
<td>27</td>
<td>2048</td>
<td>0.00008</td>
<td>1408</td>
</tr>
<tr>
<td>81</td>
<td>2048</td>
<td>0.00008</td>
<td>1532</td>
</tr>
<tr>
<td>243</td>
<td>2048</td>
<td>0.00008</td>
<td>2101</td>
</tr>
</tbody>
</table>

Table 5. The comparison of time for convergence between MixSTE and TMT (MixSTE-based) under different batchsize (Batch) and learning rate (lr).

4.6. Ablation study

Parameter setting analysis. Tab. 6 shows the effectiveness of different hyper-parameters under protocol 1 with MPJPE on MixSTE. There are three hyper-parameters for the network: the depth of Pose Estimation Block ($d_l$), the dimension of Pose Estimation Block ($d_m$), and the input sequence length ($T$). We divided the settings into three parts.
Each part will decide the best result of one parameter while keeping other parameters fixed. The best settings in the table are in bold font.

<table>
<thead>
<tr>
<th>$d_l$</th>
<th>$d_m$</th>
<th>$T$</th>
<th>MPJPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>64</td>
<td>27</td>
<td>35.9</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>27</td>
<td>34.2</td>
</tr>
<tr>
<td>8</td>
<td>64</td>
<td>27</td>
<td>33.6</td>
</tr>
<tr>
<td>10</td>
<td>64</td>
<td>27</td>
<td>33.7</td>
</tr>
<tr>
<td>8</td>
<td>128</td>
<td>27</td>
<td>32.1</td>
</tr>
<tr>
<td>8</td>
<td>256</td>
<td>27</td>
<td>31.2</td>
</tr>
<tr>
<td>8</td>
<td>512</td>
<td>27</td>
<td>30.7</td>
</tr>
<tr>
<td>8</td>
<td>600</td>
<td>27</td>
<td>30.9</td>
</tr>
<tr>
<td>8</td>
<td>512</td>
<td>64</td>
<td>25.1</td>
</tr>
<tr>
<td>8</td>
<td>512</td>
<td>81</td>
<td>24.7</td>
</tr>
<tr>
<td>8</td>
<td>512</td>
<td>128</td>
<td>23.0</td>
</tr>
<tr>
<td>8</td>
<td>512</td>
<td>243</td>
<td>18.6</td>
</tr>
<tr>
<td>8</td>
<td>512</td>
<td>256</td>
<td>19.5</td>
</tr>
</tbody>
</table>

Table 6. Hyper-parameters setting analysis in $d_l$, $d_m$ and $T$ with ground truth input on Human3.6M.

Effectiveness of two-step training process. This section discusses the necessity of the two-step training process. Tab. 7 shows the comparison results of TMT, TMT$_1$ and TMT$_2$ given the same parameter setting. TMT$_1$ means that TMT without training step 2. TMT$_2$ means that TMT without training step 1. TMT reaches the best result.

For TMT$_1$, due to the lack of velocity feature as input in training step 2, the result performance falls back to the same level with traditional training strategy. And the accuracy is still lower than TMT, probably because the extra zero vectors introduce overfitting problems. For TMT$_2$, the inference result is largely degraded compared to the other two, mainly because the data information of training process is inconsistent with that of inference process. Specifically, 2D input is concatenated with 3D velocity when training and then with zero vector for inference, resulting in different input distribution.

<table>
<thead>
<tr>
<th>$d_l$</th>
<th>$d_m$</th>
<th>$T$</th>
<th>TMT$_1$</th>
<th>TMT$_2$</th>
<th>TMT</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>64</td>
<td>27</td>
<td>35.4</td>
<td>69.1</td>
<td>35.9</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>27</td>
<td>36.7</td>
<td>65.4</td>
<td>34.2</td>
</tr>
<tr>
<td>8</td>
<td>64</td>
<td>27</td>
<td>34.4</td>
<td>62.3</td>
<td>33.6</td>
</tr>
<tr>
<td>8</td>
<td>128</td>
<td>27</td>
<td>34.2</td>
<td>58.4</td>
<td>32.1</td>
</tr>
</tbody>
</table>

Table 7. The MPJPE (mm) comparison results of TMT, TMT$_1$ and TMT$_2$.

Effectiveness of the 2D position input. The quality of the 2D position input plays a significant role in determining the performance of TMT. To investigate the impact of different-quality 2D inputs on the final 3D predictions, we generate inputs of varying qualities by continuously approximating the CPN input to the ground truth (GT). Tab. 8 illustrates the relationship between the input quality of 2D keypoints and the improvement effect of the final 3D prediction at $T=243$. As the CPN input progressively approaches the GT, the quality of the 2D keypoints improves, resulting in a more substantial improvement effect in the TMT predictions. In other words, the closer the CPN input is to the GT, the better the performance of TMT becomes.

Effectiveness of different concatenation. In the training step 2, 2D position input can concatenate with 2D velocity vector $V_2$, and also can concatenate with 3D velocity $V_3$ and acceleration $A_3$. The calculation formulas of $V_2$ and $A_3$ are described by Eq. (3) and Eq. (4), respectively. In Eq. (3) and Eq. (4), $i \in [2, T]$ and $j \in [1, N]$. $P_2$ denotes the ground-truth 2D positions. $V_2(i, j)$ and $A_3(i, j)$ are set to 0 for the same reason as described in Eq. (1).

$$V_2(i, j) = [P_2(i, j) - P_2(i - 1, j)]/\Delta T$$

$$A_3(i, j) = [V_3(i, j) - V_2(i - 1, j)]/\Delta T$$

TMT$_{v2}$ represents that 2D position input concatenated with $V_2$ into 4D input. TMT$_{v3}$ means the 2D position input concatenated with $A_3$ into 5D input. TMT$_{vA3}$ means the 2D position input concatenated with $V_3$ and $A_3$ into 8D input. Tab. 9 shows that TMT reached the best result. The 2D velocity in TMT$_{v2}$ input lacks 3D information, resulting in a higher value of MPJPE than TMT. Because 3D acceleration has been expressed in the model through 3D velocity information, the 3D acceleration in TMT$_{vA3}$ input is redundant, resulting in slightly worse performance.

As expected, the result of TMT$_{v2}$ is worse than TMT$_{vA3}$ and TMT, because 2D velocity is the difference of adjacent frames input, providing less useful information. And the accuracy of TMT and TMT$_{vA3}$ is almost at the same level, with the same reason that 3D acceleration is just simple linear combination of 3D velocity. It can be observed that the performance of TMT$_{vA3}$ is slightly degraded compared to TMT, probably resulting from overfitting problem.

Effectiveness of loss function. The loss function of TMT is exactly the same as the loss function of the selected method. MixSTE is taken as an example to explore the impact of the loss function on the TMT result. Tab. 10 shows the results. Each loss function is used for training process, and MPJPE and MPJVE are recorded after model convergence respectively. WMPJPE apply different weight to
each joint regarding their loss. The MPJPE with WMPJPE training loss is less than that with pure MPJPE loss. However, WMPJPE loss + TCLoss has higher MPJVE value (0.93 mm) than WMPJPE loss + MPJVE loss MPJVE value (0.89 mm). Furthermore, combining WMPJPE, MPJVE and TCLoss shows best performance in both indicator.

<table>
<thead>
<tr>
<th>Loss function</th>
<th>MPJPE</th>
<th>MPJVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPJPE loss</td>
<td>20.5</td>
<td>1.17</td>
</tr>
<tr>
<td>WMPJPE loss</td>
<td>20.2</td>
<td>1.03</td>
</tr>
<tr>
<td>WMPJPE loss + TCLoss</td>
<td>19.6</td>
<td>0.93</td>
</tr>
<tr>
<td>WMPJPE loss + MPJVE loss</td>
<td>19.9</td>
<td>0.89</td>
</tr>
<tr>
<td>ours (WMPJPE loss + MPJVE loss + TCLoss)</td>
<td>18.6</td>
<td>0.84</td>
</tr>
</tbody>
</table>

Table 10. Ablation study for loss functions.

4.7. Qualitative results

In this section, we utilize the S11 dataset from Human3.6M for evaluation purposes. Fig. 3 illustrates the results of our estimation as well as the MixSTE estimation with ground truth input on Human3.6M. It is evident from Fig. 3 that the estimation using the TMT strategy performs better in handling scenes with occlusion.

To visualize the spatial and temporal correlation of the pose estimation, we conducted a visualization of the self-attention weights among joints and sequences. Fig. 4 displays the attention outputs of two heads, allowing us to observe the different correlations among joints and frames. The attention outputs have been normalized to a range of [0, 1]. The rows and columns in Fig. 4 represent the queries and predicted outputs, respectively.

5. Conclusion

In this paper, we propose the Two-step Mixed-Training Strategy (TMT), a training strategy for 3D human pose estimation (3DHPE) using a transformer-based model. TMT incorporates the 3D velocity vector as a new input feature to enhance the learning of relevant features in the shallow layers. Additionally, TMT enables models to effectively handle input data from two distributions, resulting in minimal overhead and potentially faster training speeds. Furthermore, TMT introduces a method to obtain 2D keypoints of varying qualities. Experimental results demonstrate that our strategy improves the state-of-the-art results by up to 13.8% when using ground truth as input. Although we currently concatenate the 3D velocity vector to the input vector in TMT, exploring different methods of including it during the training process is still valuable.
References


