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Abstract

Self-supervised learning is well known for its remark-
able performance in representation learning and various
downstream computer vision tasks. Recently, Positive-
pair-Only Contrastive Learning (POCL) has achieved re-
liable performance without the need to construct positive-
negative training sets. It reduces memory requirements by
lessening the dependency on the batch size. The POCL
method typically uses a single objective function to ex-
tract the distortion invariant representation (DIR) which
describes the proximity of positive-pair representations af-
fected by different distortions. This objective function im-
plicitly enables the model to filter out or ignore the dis-
tortion variant representation (DVR) affected by different
distortions. However, some recent studies have shown that
proper use of DVR in contrastive can optimize the per-
formance of models in some downstream domain-specific
tasks. In addition, these POCL methods have been observed
to be sensitive to augmentation strategies. To address these
limitations, we propose a novel POCL framework named
Distortion-Disentangled Contrastive Learning (DDCL) and
a Distortion-Disentangled Loss (DDL). Our approach is the
first to explicitly and adaptively disentangle and exploit the
DVR inside the model and feature stream to improve the rep-
resentation utilization efficiency, robustness and represen-
tation ability. Experiments demonstrate our framework’s
superiority to Barlow Twins and Simsiam in terms of con-
vergence, representation quality (including transferability
and generalization), and robustness on several datasets.

1These authors contributed equally to this work.
2Corresponding authors

1. Introduction

Figure 1. U denotes a two-dimensional feature space constructed
using query (q) and key (k) based on pretext tasks. The cur-
rent POCL methods attempt to minimize the distance between
the DIRs of positive sample pairs (represented by orange dots)
in U. The proposed DDL further ensures that the DVRs for each
positive-pair (represented by green and blue dots) are orthogonal
within the selected dimension of the overall representation, mak-
ing them uncorrelated to each other.

High-quality representation learning has been a core
topic in deep learning research, which is challenging for
computer vision due to the low information density [24,
25]. In recent years, label-free un/self-supervised con-
trastive learning methods with instance discrimination as
a pretext task undergo steady development, rapidly clos-
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ing the performance gap with supervised learning meth-
ods and demonstrating reliable generalization capabilities
[8, 12, 22, 25, 59].

Some previous studies have used different augmented
views of the same instance as positive samples with other
instances in the mini-batch as negative samples. They em-
ploy a series of query-key operations to classify samples in
the mini-batch and train models to extract the discrimina-
tive representations. However, such methods require a large
set of positive and negative samples to provide sufficient
negative information, such as using large batch sizes [7–9],
memory banks [20,54], and memory queues [11,13,25,47].

Recent POCL methods have achieved superior perfor-
mance without the use of negative samples [12, 22, 59].
These methods aim to minimize the distance between posi-
tive sample pairs in the feature space and extract the distor-
tion invariant representation (DIR) by explicitly supervising
the Euclidean distance [22], cross-correlation [59], or vec-
tor angle [12] of the positive sample pairs. The implicit
objective of the POCL methods is to filter out or ignore the
distortion variant representation (DVR) using the aforemen-
tioned supervision to extract the DIR of the positive sam-
ple pairs. However, some recent studies [16, 18, 55] have
shown that the appropriate use of complex distortion strat-
egy and DVR in contrastive learning can improve the per-
formance of models in downstream domain-specific tasks.
In addition, the performance of these POCL methods is sen-
sitive to augmentations. As such, augmentation strategies
need to be carefully selected for generating positive sample
pairs [22]. We do observe that these methods have unstable
performance on the same test set with different augmen-
tations. Motivated by these, we argue that filtering out or
ignoring the DVR using a single loss (i.e., DIR loss) that
only supervises the DIR is straightforward but insufficient
for representation supervision and utilization in the POCL
method. Such inadequately supervised representation may
result in the DIR and DVR being entangled in the learned
representation, leading to reduced performance.

Therefore, we propose a novel POCL framework, named
Distortion-Disentangled Contrastive Learning (DDCL).
Unlike previous studies, DDCL does not use augmented in-
formation, multi-head structures, or augmentation-specific
predictions. This fully adaptive training method makes
DDCL applicable to more complex augmentation strate-
gies. In DDCL, we group the last layer (i.e., overall rep-
resentation) of the encoder into two parts to extract the DIR
and DVR. The first part is utilized to extract the DIR using
the DIR loss of the corresponding original POCL method.
The remaining part is utilized to extract the DVR using our
novel loss. We propose a novel Distortion-Disentangled
Loss (DDL) to independently supervise the DVR by making
the DVRs of a positive sample pair orthogonal. As shown
in Fig. 1, DDL explicitly extracts and disentangles the DVR

from the overall representation. It is worth noting that the
disentangled DVR is not noise or useless information but
contains valuable features and distortion information. We
further analyze this in Sec. 4.6. By concatenating the DIR
and DVR in the following inference task, the model’s con-
vergence, representation ability, and robustness are further
improved without additional parameters and computation.

We conduct experiments on two existing POCL meth-
ods, i.e., Barlow Twins [59] and Simsiam [12]. They both
use a two-branch architecture and their losses are only de-
signed to extract DIR. Experiments demonstrate that our
DDCL and DDL are adaptable to different POCL archi-
tectures and corresponding DIR losses, achieving improved
performance compared to the original POCL methods. Our
main contributions are as follows:

• We propose a novel POCL framework, named DDCL,
which explicitly disentangles the representation into
DIR and DVR. DDCL can adaptively extract the
DVR without any other manual designs, which makes
DDCL applicable and flexible to more complex aug-
mentation strategies. We can utilize the DVR to en-
hance the model’s performance and robustness.

• In DDCL, we propose a novel objective function,
DDL, which explicitly supervises and extracts the
DVR for its efficient use in the downstream task.

• Our proposed DDCL can be adapted to current popu-
lar POCL methods. It improves the convergence, rep-
resentation ability, and robustness without additional
inference parameters or computation.

2. Related Work
2.1. Contrastive Learning

As the core strategy of self-supervised learning, con-
trastive learning undergoes rapid development in recent
years due to its simplicity and efficiency. The main idea
of initial contrastive learning [8, 25, 54, 56] can be summa-
rized as follows: constructing a set of positive and neg-
ative samples; using instance discrimination as a pretext
task; and utilizing NCE Loss [23] or its variants [38, 57]
as a loss function. Training an encoder under these set-
tings aims to minimize the distance between positive sam-
ples in the feature space while pushing them apart from
negative samples. These methods seek sufficient negative
samples and appropriate data augmentation strategies for
positive samples. Large batch sizes [7–9], memory banks
[20, 54], memory queues [11, 13, 25, 47], and clustering
structures [7, 20, 32, 47] are utilized to provide sufficient
negative sample information. There have been a number
of efforts [14, 40, 42] to alleviate this negative sample star-
vation problem in different ways. Recently, some POCL
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methods that do not use negative samples have been pro-
posed [12, 22, 59]. It is worth noting that [2] cleverly uses
other instance information in the mini-batch. These meth-
ods do not rely on the constraints of negative samples, and
use designed architecture [5], pretext tasks, loss functions
and robustness tricks to prevent model collapse.

2.2. Distortion Variant Contrastive Learning

Recent studies [16, 55] have shown that the inductive
bias of extracting the DIR of an image is not always op-
timal. The performance of the model on downstream tasks
is jointly determined by distortion sensitivity and domain-
specific tasks. In order to extract representations that are
beneficial for domain-specific tasks in contrastive learning,
[55] designs multiple distortion-dependent prediction heads
to obtain multiple distortion-varying subspaces. [16] sug-
gests distortion prediction for a particular operation of dis-
tortion to make the model sensitive to that distortion. [18]
uses the information of the distortion operation to make the
model have the specific distortion equivariance in the im-
age space and the feature space. These methods require the
manual design of objective functions or model structures
for specific distortion operations. This means that these
frameworks are pre-trained case-by-case. In contrast, our
proposed DDCL can be directly used to adapt a variety of
complex distortions without any case-specific modification.
Experiments show that DDCL adapts well to affine trans-
formations and elastic transformations.

2.3. Disentangled Representation

This topic has become a long-desired goal in the deep
learning community subsequently [36, 43, 46, 48, 51]. The
purpose of disentangling is to explicitly decompose the fac-
tors of variation from the target representation in a high-
dimensional feature space [3, 35]. The disentangled rep-
resentation has several advantages, including better inter-
pretability [3, 30], utilization efficiency [35], robustness
[3, 52, 60], and generalization capacity [6, 27, 52]. Several
works analyze and explicitly use disentangled representa-
tions to improve model performance from the perspective
of information theory [10, 19] and group theory [51]. Dis-
entangling/Decoupling is also widely used in research fields
such as image editing and generation [30], transfer learn-
ing [21], and fairness [34, 41]. However, research on disen-
tangled representations in contrastive learning-based self-
supervised learning is still in its infancy.

2.4. Orthogonality

Orthogonality is usually used in the kernel of deep neural
networks to learn more diverse weight matrices and feature
vectors [31, 33, 49, 50]. Several works apply orthogonality
in disentangled representation learning [52], model initial-
ization and training [26], and supervised learning with con-

trastive properties [39]. To the best of our knowledge, our
proposed DDCL and DDL are the first to exploit the orthog-
onality of representations in a contrastive learning task to
disentangle distortion information. Unlike previous works
on orthogonality, our method does not require additional
computations such as singular value decomposition [29,44]
and iteration [1]. The DDL extracts DVR by simply super-
vising the orthogonality between partial representations.

3. Proposed Methods
As mentioned in [16], the model’s sensitivity to certain

distortions can effectively improve the feature quality, our
purpose of extracting DVR is not to exclude a certain dis-
tortion. We hope our model can sensitively capture the het-
erogeneous features brought by distortions. In contrastive
learning with positive and negative samples, many or spe-
cific hard negative samples are essential to provide suffi-
cient distortion information and hard samples. In POCL
method, only the augmented positive sample pairs provide
distortion information for each contrast operation. We find
that the performances of existing POCL methods, such as
BYOL [22], Barlow Twins [59], and Simsiam [12], are sen-
sitive to augmentation strategies during training, and be-
come unstable when making inference on unseen distorted
inputs. The reason for this may be that POCL methods do
not utilize the rare but valuable distortion information.

3.1. Revisiting Positive-Only Contrastive Learning

Existing POCL methods generally comprise of four main
factors, i.e., the model architecture, the pretext task, the
loss function, and the robustness trick. These POCL meth-
ods can be categorized into either symmetric or asymmet-
ric architecture depending on their designs. Barlow Twins
(BT) [22] employs two entirely symmetric and parameter-
sharing encoders. The cross-correlation matrix of the two
branches’ outputs is used as the pretext task. Furthermore,
the distance between the cross-correlation and identity ma-
trix is utilized as the loss function to extract the DIR and
eliminate redundancy. Notably, BT uses only batch normal-
ization for robust training. The symmetry loss of BT is as
follows:

C = Norm(z)T ·Norm(z′) (1)

Norm(z) = (z − µ)/σ (2)

LBT =
∑
i

(1− Cii)
2 + λ

∑
i

∑
j ̸=i

C2
ij (3)

where C refers to the cross-correlation matrix, z and z′ refer
to the projection of two branches of BT model as shown
in Fig. 2. In addition, C ∈ RD×D, z,z′ ∈ RB×D, and
µ, σ ∈ R1×D.
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Figure 2. The DDCL framework for symmetric and asymmetric architectures. The encoder denoted as f , projector as g, and predictor as
q; the subscripts I and V denote a process or a feature related to DIR and DVR, respectively; pV and pI only coexist in the asymmetric
version. Two designs of DIR loss correspond to Simsiam [12] and Barlow Twins [59]. We explicitly group and disentangle the overall
representation into DIR (yI and y′

I ) and DVR (yV and y′
V ) after the encoder, then supervise the mapped features of DIR and DVR using

the DIR loss and DDL, respectively.

BYOL [22] and Simsiam [12] adopt an online-target
asymmetric architecture that use regression prediction as
the pretext task. BYOL uses the Euclidean distance be-
tween the two branches’ outputs as the loss function and
uses stop-gradient and momentum update strategies to pre-
vent model collapse. Simsiam (Sims) uses the cosine sim-
ilarity between the two branches’ outputs as the loss func-
tion and only uses stop-gradient to avoid trivial solutions.
From the perspective of model stability and robustness,
Simsiam can be regarded as an optimized version based on
BYOL. Therefore, we mainly discuss Simsiam in terms of
the asymmetric design. The asymmetric loss function is as
follows:

LSims =
1

2
S(p, sg(z′)) +

1

2
S(p′, sg(z)), (4)

S(p, z′) = − p · z′

∥ p ∥2∥ z′ ∥2
, (5)

where p refers to prediction, z refers to projection given in
Fig. 2-1, ∥ · ∥2 is an L2-norm, and sg(·) is the stop-grad.

Notably, the primary goal of these POCL methods is to
train an encoder that robustly extracts the DIR by narrow-
ing the proximity between different distortion views of the
same instance in a high-dimensional feature space, while
attempting to ignore or remove the DVR. The loss function
of Barlow Twins is designed to explicitly remove redundant
information and only retain the DIR, while that of Simsiam
is to implicitly ignore the DVR.

We find that, in the original POCL methods that lack dis-
tortion information and hard samples, ignoring or eliminat-
ing the DVR, either implicitly or explicitly, decreases the

overall representation utilization. Moreover, implementing
only a single DIR loss to supervise high-dimensional pro-
jected representations may be inadequate. Moreover, the
models trained using these methods are sensitive to the aug-
mentation strategy during training, making more difficult to
infer unseen distorted instances, which leads to reduced ro-
bustness. Therefore, we propose the DDCL and DDL to ex-
plicitly supervise high-dimensional representations in order
to disentangle the DIR and DVR, resulting in the sufficient
utilization of concatenated overall representation.

3.2. Distortion-Disentangled Contrastive Learning

This paper proposes a novel POCL framework, named
Distortion-Disentangled Contrastive Learning (DDCL).
When training the model, we group the output of the last
layer of each encoder. In this case, the overall representa-
tion is grouped into two parts for the DIR and DVR. In ad-
dition, the following mapping processes for these two parts
are synchronized and supervised by the DIR loss and DDL,
respectively. Formulated instructions are as follows:

yI = Mn,I · f1:n−1(v) (6)

yV = Mn,V · f1:n−1(v) (7)

y = cat(yI , yV ) (8)

Mn,I ∈ RDR·d×H·W ,Mn,V ∈ R(1−DR)·d×H·W
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where f1:n−1(·) refers to the function of the encoder except
the last layer, and Mn refers to the matrix of last layer of the
encoder. y refers to the overall representation, and cat(·) is
concatenation. d is the output dimension of f1:n−1, and DR
is the disentangling ratio used to group the overall represen-
tation into DIR and DVR parts for separate supervision.

Since the overall representation (y) has been disentan-
gled, the DIR can be used independently for downstream
inference tasks. We find that the performance when using
only DIR (i.e., yI ) is similar to that of the corresponding
original POCL method with the full representation. In ad-
dition, since the overall representation can be considered as
a concatenation of the DIR and DVR, this overall represen-
tation achieves even better performance in the subsequent
linear evaluation. Furthermore, the overall representation
of DDCL is more robust to unseen distorted data. Details of
performance are given in Sec. 4.

3.3. Distortion-Disentangled Loss

To supervise the DVR, we propose a novel loss function,
named Distortion-Disentangled Loss (DDL). As shown in
Fig. 2, the purpose of DDL is to supervise the orthogonality
of projected representation vectors, which extracts the DVR
from the same instance under different augmentation views.
We use the DDL for both symmetric and asymmetric archi-
tectures. The formula of DDL in symmetric architecture is
as follows:

D(zV , z
′
V ) ≜| zV · z′V

∥ zV ∥2∥ z′V ∥2
− ξ | (9)

LSym
DDL ≜ D(zV , z

′
V ) (10)

where the hyperparameter ξ is set to 0 in our default setting.
The value zV refers to the projection of DVR (i.e., yV ) in
symmetric architecture as given in Fig. 2. Therefore, the
overall loss in symmetric architecture can be written as:

LSym = γLSym
DDL + LI

BT (11)

where LI
BT is the DIR loss of LBT given in Eq. (3). The

hyperparameter γ is set to 1 in our setting. LI
BT is defined

as:
LI
BT ≜

∑
i

(1− CI
ii)

2
+ λ

∑
i

∑
j ̸=i

CI
ij

2
(12)

where
CI ≜ Norm(zI)

T ·Norm(z′I) (13)

Furthermore, the formulas of DDL in asymmetric archi-
tecture is given as follows:

LAsy
DDL ≜

1

2
D(pV , sg(z

′
V )) +

1

2
D(p′V , sg(zV )) (14)

LAsy = γLAsym
DDL + LI

Sims (15)

Referring to the definition in Eq. (12), LI
Sims is defined

as follows:

LI
Sims ≜

1

2
S(pI , sg(z

′
I)) +

1

2
S(p′I , sg(zI)) (16)

As shown by these equations, DDL can be applied to
both symmetric and asymmetric architectures. Our design
simply groups the overall representation of the last layer of
each encoder into two parts. The original loss of the cor-
responding POCL method is utilized to supervise the DIR
part, and DDL is used to supervise the DVR part. There-
fore, DDL can be considered to be a plug-in without adding
extra dimensions to the overall representation.

4. Experiments

Based on the Simsiam [12] and Barlow Twins [59] meth-
ods, we conduct experiments on the convergence, represen-
tation quality, and robustness using different scale datasets.
These two methods represent the design of asymmetric
and symmetric architecture, respectively. In addition, we
encounter unstable performance when reproducing BYOL
[22]. Since Simsiam is more robust and designed for gen-
eral purposes based on BYOL, our experiments only report
the performance of Simsiam. Notably, VICReg [2] uses
other instances in the mini-batch to do contrastive. We can-
not ensure it is a POCL method, so we do not explore its
performance in this experiment. All reported results in this
paper are from our reproductions. Since the overall perfor-
mance of Simsiam is better than that of Barlow Twins, we
only use Simsiam as the baseline in downstream tasks, ro-
bustness experiments, and ablation studies. Some related
previous work are based on the CL with positive-negative
pairs [55], and some of them have not been verified by
downstream tasks [16, 18]. No other studies utilize more
complex distortions, such as elastic transformation. We be-
lieve that the fairest comparison is to compare with baseline
methods under various identical distortion settings.

4.1. Implementation Details

Image augmentations. This paper reports three aug-
mentation strategies: basic augmentation (BAug), complex
augmentation (CAug) and CAug with elastic transformation
(CAug+). For the BAug strategy, we refer to the parame-
ters and transformations in Simsiam [12]: random resized
cropping, horizontal flipping, color jittering, converting to
grayscale, and Gaussian blurring. Similar to [12], Gaus-
sian blurring is only used to augment the ImageNet datasets
(IN-100 and IN-1k) [17]. In CAug, we add random rota-
tions from -90 to 90 degrees to test the impact of a more
complex augmentation strategy on the DDCL and original
POCL methods.
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Method CIFAR-10 CIFAR-100 STL-10
Top 1 Top 3 Top 1 Top 3 Top 1 Top 3

100 Epochs
Barlow Twins 82.89 96.49 54.98 74.37 86.90 97.31
DDCL Sym DIR 82.78 96.72 55.06 74.58 86.78 97.21
DDCL Sym 83.64 96.81 56.03 75.31 87.10 97.39
SimSiam 75.34 93.68 36.87 56.90 86.38 97.46
DDCL Asy DIR 76.25 94.36 39.77 60.12 86.32 97.44
DDCL Asy 76.85 94.58 40.52 61.01 86.44 97.49

200 Epochs
Barlow Twins 86.17 97.46 59.60 78.34 88.53 97.56
DDCL Sym DIR 86.33 97.17 58.43 77.71 88.63 97.66
DDCL Sym 86.72 97.44 59.61 78.41 89.02 97.76
SimSiam 86.20 97.65 56.35 77.13 89.80 98.17
DDCL Asy DIR 87.82 97.91 56.23 77.05 89.34 98.19
DDCL Asy 88.18 98.05 57.04 78.07 89.84 98.27

Table 1. Linear evaluation results of two POCL and the cor-
responding DDCL architectures pre-trained with 100 and 200
epochs. The best and the second best performance are in bold and
underlined, respectively. DIR with a smaller dimension achieves
comparable performance compared to the vanilla BT and Sims.
Using the overall representation for linear evaluation according to
Eq. (8) achieves the best convergence performance.

Architecture. In small and medium-scale datasets such
as CIFAR-10, CIFAR-100 [28], and STL-10 [15], we use
the Lightly version [45] of ResNet-18 as the backbone. The
output dimension of the backbone is 512 in CIFAR exper-
iments and 4608 in STL-10 experiments. In experiments
on IN-100 and IN-1k [17], we use ResNet-50 as the back-
bone, and the output dimension of the backbone is 2048.
All output dimensions of the following mapping processes,
including projection and prediction, are 2048. For fair com-
parison, the original POCL methods and their correspond-
ing DDCL use the same hyperparameters.

Optimization. Referring to Simsiam [12], when pre-
training the model, we use SGD with base lr = 0.03 on CI-
FAR and STL-10 with batch size (bs) = 512, base lr = 0.05
on IN-100 (bs = 512) and IN-1k (bs = 256), weight decay =
0.0001, momentum = 0.9, and a cosine decay schedule. For
linear evaluation on CIFAR and STL-10, we use an SGD
optimizer with 100 epochs, lr = 30.0, weight decay = 0, mo-
mentum = 0.9, and batch size = 256. For linear evaluation
on IN-100, we use an SGD optimizer with 200 epochs, base
lr = 30.0, and batch size = 256. For linear evaluation on IN-
1k, we employ a LARS optimizer [58] with 90 epochs, base
lr = 0.1, and batch size = 4096 (similar to Simsiam [12]).

4.2. Convergence Study

We evaluate the performance of the DDCL on CIFAR
and STL datasets with small-epoch pre-training (100, 200
epochs). As shown in Tab. 1, the linear evaluation using
only DIR (yI in Eq. (6)) achieves approximately on-par con-
vergence performance in smaller dimensions compared to
vanilla Barlow Twins and Simsiam. The linear evaluation

Method CIFAR-10 CIFAR-100 STL-10

Barlow Twins Acc. 87.82 59.66 90.68
KNN 84.78 51.63 83.61

DDCL Sym DIR Acc. 88.56 59.83 90.65
KNN / / /

DDCL Sym Acc. 88.70 60.95 90.83
KNN 84.91 51.97 82.77

Simsiam Acc. 91.56 66.29 91.02
KNN 87.46 52.38 83.82

DDCL Asy DIR Acc. 92.01 65.66 91.28
KNN / / /

DDCL Asy Acc. 92.19 66.49 91.39
KNN 87.90 52.41 84.05

Table 2. Linear evaluation and KNN results of two POCL and the
corresponding DDCL architectures pre-trained with 800 epochs.
The best and the second best performance are in bold and under-
lined, respectively. Since the dimensionality of the DIR part is
lower than the representation of vanilla methods, we do not report
and compare the KNN performance of DDCL Sym/Asy DIR.

Dataset Train/Epoch Method CUB-200 Flowers-102 Food-101

IN-100

BAug/500
Simsiam 30.53 76.73 62.78
DIR only 30.29 76.13 61.91
DDCL Asy 30.53 77.51 63.02

CAug/500
Simsiam 34.79 78.57 65.37
DIR only 34.88 78.18 64.79
DDCL Asy 35.11 78.92 65.67

CAug+/500
Simsiam 34.05 77.79 64.63
DIR only 34.93 78.00 64.35
DDCL Asy 35.50 79.88 65.74

IN-1k

CAug/100
Simsiam 39.35 79.57 71.41
DIR only 40.39 80.40 70.65
DDCL Asy 40.73 81.98 71.79

CAug/200
Simsiam 40.44 80.35 71.93
DIR only 40.30 80.22 71.87
DDCL Asy 41.34 82.05 72.91

Table 3. Downstream task performance on domain-specific
datasets. Complex distortions and the adaptive DVR extracting
method in DDCL significantly improve the transferability and gen-
eralization capability.

after concatenating DIR and DVR (yV in Eq. (7)) achieves
the best convergence performance (i.e., DDCL Sym and
DDCL Asy in Tab. 1). This suggests that disentanglement
and efficient use of the DVR improve the convergence per-
formance of the model.

4.3. Representation Evaluation

To assess the representation quality extracted by well-
trained DDCL models, we evaluate the linear evaluation
accuracy and KNN performance of DDCL (DDCL Sym
and DDCL Asy) and the corresponding vanilla POCL
methods (Barlow Twins and Simsiam) after 800 epochs of
pre-training in CIFAR and STL datasets. Tab. 2 shows
that the classification performance of DIR parts extracted
by DDCL (i.e., DDCL Sym DIR and DDCL Asy DIR) is
still on-par with the vanilla methods after sufficient training.
The overall representation extracted by DDCL achieves al-
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Dataset Train/Epoch Method CJ CJ+Flip CJ+90° CJ+90°+ET

IN-100

BAug/500
Simsiam 81.31 81.40 50.18 27.34
DIR only 81.24 81.33 49.52 26.55
DDCL Asy 81.60 81.64 50.02 26.76

CAug/500
Simsiam 78.99 78.95 76.95 51.88
DIR only 79.11 78.97 77.29 49.00
DDCL Asy 79.33 79.40 77.32 48.49

CAug+/500
Simsiam 77.67 77.69 75.11 74.06
DIR only 77.64 77.65 75.44 74.09
DDCL Asy 78.19 78.20 75.37 74.27

IN-1k

CAug/100
Simsiam 65.59 65.51 62.42 28.57
DIR only 65.30 65.34 62.36 28.74
DDCL Asy 66.07 66.11 62.48 29.47

CAug/200
Simsiam 67.44 67.57 64.17 31.16
DIR only 66.88 66.86 64.35 30.34
DDCL Asy 67.69 67.79 64.34 30.83

Table 4. Robustness evaluation of models pre-trained by different
data augmentation strategies on ImageNet datasets. CJ is random
color jetter, 90° denotes randomly applying -90° to 90° rotation,
and ET is random elastic transformations (α = 100, σ = 5).

most optimal performance in both classification and KNN.
Transferability and generalization capability are es-

sential properties for evaluating the representation qual-
ity of models. We pre-train Simsiam and DDCL Asy
on IN-100 (500 epochs) and IN-1k (100/200 epochs) and
then evaluate the transferability and generalization capabil-
ity in downstream tasks (linear probe) on domain-specific
datasets whose distributions are far from ImageNet, such
as CUB-200 [53], Flowers-102 [37], and Food-101 [4]. As
shown in Tab. 3, DDCL has demonstrated significant im-
provements on these downstream datasets by utilizing dif-
ferent training distortion strategies and dataset complexi-
ties, compared to the original Simsiam with BAug.

4.4. Robustness

Since unseen distortions during pre-training decrease the
linear evaluation performance, a common approach to im-
prove model robustness is to apply complex augmentations.
We perform a series of experiments to evaluate the robust-
ness of the proposed DDCL. The pre-trained models of
Simsiam and DDCL utilized in Tab. 4 are exactly the same
ones used in Tab. 3.

As shown in Tab. 4, when models are pre-trained using
only the commonly used augmentation strategy (BAug), the
models perform poorly in dealing with rotation distortions
(i.e., unseen distortions). After applying a random -90°
to 90° rotation to BAug (i.e., CAug), the performance of
original POCL (Simsiam) on rotation distortion improves,
whereas that on basic distortions decreases by large mar-
gins. This performance reduction is justified by the fact that
the training process is more difficult (from BAug to CAug)
while the training epochs remain unchanged. In contrast,
the proposed DDCL has better compatibility with various
augmentation strategies. As given in Tab. 4, when CAug
and CAug+ strategies are used for pre-training, DDCL im-

DR CIFAR-10 CIFAR-100 STL-10
DDCL Asy DIR only DDCL Asy DIR only DDCL Asy DIR only

0.2 91.96 91.15 66.26 62.87 91.08 90.17
0.4 92.11 91.58 66.01 63.56 91.23 90.63
0.6 91.72 91.43 66.60 65.45 91.47 91.22
0.8 92.19 92.01 66.49 65.66 91.39 91.28

Table 5. Linear evaluation performance with different disentan-
gling ratios (DR).

Method\Batch Size 32 64 128 256 512
Simsiam 91.66 91.44 91.25 90.85 91.56
DIR only 91.60 91.51 90.96 91.41 92.01
DDCL Asy 91.75 91.66 91.26 91.64 92.19

Table 6. Linear evaluation on CIFAR-10 with different batch sizes.

proves the robustness evaluation performance on rotation
and elastic distortions while alleviating performance reduc-
tion in basic distortions.

The attention map in Fig. 3 also visually supports this
argument and our design goals. The DIR focuses on the
region correlated to the target object. It also achieves simi-
lar attention performance using a smaller feature dimension
(2048×DR) than Simsiam (2048). The DVR focuses on the
region that complements the DIR and can further contribute
to linear evaluation. In addition, Fig. 3 demonstrates the ro-
bustness of our DDCL, as the attention maps of DIR and
DVR disentangled by DDCL are highly consistent with dif-
ferent distortions.

4.5. Ablation Study

Disentangling Ratio. The disentangling ratio (DR)
mentioned in Eq. (6) and Eq. (7) describes the ratio of DIR
and DVR in the overall representation. As shown in Tab. 5,
the performance of DIR only improves as the ratio of DIR
increases. Since DR = 0.8 achieves the general best perfor-
mance for DDCL, we set it as the default value.

Batch Size. As shown in Tab. 6, DDCL achieves stabil-
ity and optimal performance at multiple batch sizes.

4.6. Brick Study

We design this novel brick study to further explore the
impact of DVR on the overall representation. As the DIR
and DVR parts have been grouped and disentangled from
the overall representation, they can be utilized indepen-
dently or concatenated to others (as bricks). Therefore, in
Tab. 7, we concatenate the DIR (row) with the DVR (col-
umn) disentangled from various instances and distortions,
and evaluate the linear classification performance of this
new overall representation. This part of the research is car-
ried out on the STL-10 dataset.

Based on the performance difference observed between
two augmentation strategies when facing rotation (columns
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Figure 3. Attention maps of Simsiam and DIR and DVR of DDCL with different distortions on IN-100 (pre-trained using CAug+).

DIR\DVR Orig. Flip Flip+90° Dif.Inst+Flip+90° Zero DVR
Trained by BAug

Orig. 91.39 91.31 90.76 90.34 89.78
Flip 91.44 91.32 90.76 90.32 89.95
Flip+90° 62.58 62.69 49.85 46.44 48.46

Trained by CAug
Orig. 89.98 89.97 88.89 88.89 88.41
Flip 89.69 89.69 88.90 88.56 88.42
Flip+90° 87.20 87.32 84.92 84.66 84.58

Table 7. ‘Dif.Inst’ means that the DVR and DIR come from differ-
ent instances, and ‘Zero DVR’ means to set the DVR part to zero
values. The bold numbers represent the DIR and DVR originating
from the same pre-training model (i.e., without any altered bricks).

2 and 3 in Tab. 7), we argue that DVR can extract content
features when encountering the unseen distortion that the
model cannot handle (third row). When the model is trained
with the rotation distortion (i.e., CAug), DVR can mainly
extract the distortion-related features as designed. However,
the current DVR cannot clearly decompose the content and
distortion-related features.

In the columns ‘Flip+90°’ and ‘Dif.Inst+ Flip+90°’
(Tab. 7), the linear evaluation performance of concatenated
DIR and DVR is generally comparable when the DVR is
generated by the same kind of distortion, regardless of
whether the DVR and DIR come from the same instance.
This is due to the fact that the DVR contains certain infor-
mation representing the distortion itself.

As shown in the third row of Tab. 7, since the model is
trained with the BAug strategy, rotation is an unseen dis-
tortion that cannot be handled. The DVR may extract con-
tent features, so the zero DVR at this time does not sig-
nificantly impact the performance (third row, fifth column),

which is consistent with our purpose. When using the DVR
of other instances to classify this instance (third row, fourth
column), the classification performance further deteriorates.
This performance reduction may be caused by the influence
of content features from other instances.

5. Conclusion and Discussion

This paper proposes a novel POCL framework, DDCL,
and a novel objective function, DDL, to adaptively extract
the DVR part from the overall representation. We apply the
DDCL to both symmetric and asymmetric POCL architec-
tures to improve model convergence, representation qual-
ity, and robustness by explicitly supervising and adaptively
disentangling the DVR inside the model. Meanwhile, we
analyze the composition of the DVR through a novel brick
study. For DDCL, we plan to extend this design to posi-
tive and negative sample contrastive learning frameworks to
explore the potential of adaptive DVR extracting. Further-
more, we believe that the information in the DVR is wor-
thy of further analysis and even subsequent disentangling.
In addition to this, the role of DVRs in dense prediction
tasks such as segmentation and target detection is also very
promising. We will further explore these in our future work.
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