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Abstract

Outdoor LiDAR point clouds are typically large-scale
and complexly distributed. To achieve efficient and accu-
rate registration, emphasizing the similarity among local
regions and prioritizing global local-to-local matching is
of utmost importance, subsequent to which accuracy can
be enhanced through cost-effective fine registration. In this
paper, a novel hierarchical neural network with double at-
tention named HDMNet is proposed for large-scale outdoor
LiDAR point cloud registration. Specifically, A novel fea-
ture consistency enhanced double-soft matching network is
introduced to achieve two-stage matching with high flexibil-
ity while enlarging the receptive field with high efficiency
in a patch-to-patch manner, which significantly improves
the registration performance. Moreover, in order to fur-
ther utilize the sparse matching information from deeper
layer, we develop a novel trainable embedding mask to
incorporate the confidence scores of correspondences ob-
tained from pose estimation of deeper layer, eliminating
additional computations. The high-confidence keypoints
in the sparser point cloud of the deeper layer correspond
to a high-confidence spatial neighborhood region in shal-
lower layer, which will receive more attention, while the
features of non-key regions will be masked. Extensive ex-
periments are conducted on two large-scale outdoor LiDAR
point cloud datasets to demonstrate the high accuracy and
efficiency of the proposed HDMNet.

1. Introduction
Point cloud registration is a fundamental task in 3D

computer vision, aiming to estimate the optimal rigid trans-
formation for aligning two point clouds. This task shares
similarities with tasks such as LIDAR odometry [10], and
has been utilized in diverse practical applications such as
intelligent robotics [31], autonomous driving [28].

In certain registration algorithms, the performance is
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Figure 1. Illustration of double-soft matching strategy. Given the
source point cloud XS and the target point cloud XT , we perform
two rounds of soft-matching. The first round of soft-matching is
conducted between the source and target point clouds to update the
points in the source point cloud. Subsequently, the second round of
soft-matching is performed within the updated source point cloud.

hindered due to the characteristics of outdoor Lidar point
clouds, including their heightened sparsity, expanded spa-
tial extent, and intricate distribution. The Iterative Closest
Point(ICP) [6] and its variants [36,38,49] are widely recog-
nized as the most prominent approaches. However, ICP are
heavily relies on the initial alignment and easily converge
to a local minimum. Most of learning-based methods pri-
marily concentrate on object-level [2, 22, 45, 46] or indoor
point clouds [8, 14, 17] and rely on assumptions regarding
point cloud distributions. Recently, HRegNet [25] have
demonstrated remarkable efficacy in addressing the chal-
lenges posed by sparse features. However, considering the
presence of errors in keypoint descriptors, the utilization of
point-to-point [22] and point-to-patch [21, 24, 25] matching
strategies can introduce erroneous correspondences. As
a result, existing approaches either lack reliability or are
time-consuming when applied to outdoor LiDAR point
cloud registration.

To address the aforementioned challenges, we propose
HDMNet for large-scale outdoor point cloud registration.
HDMNet performs registration hierarchically, leveraging
the generation of virtual keypoints. In global local-to-local
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Figure 2. Network architecture of the proposed HDMNet. HDMNet consists of two main components: global local-to-local and fine
registration. We use a feature extractor to hierarchically abstract the local regions into keypoints and descriptors, leveraging the reliable
features at the deeper layer along with precise position information at the shallower layer. We employ the feature consistency enhanced
double-soft matching module for global registration while simultaneously outputting the confidence scores of the correspondences. After
that, we utilize the confidence scores to generate an initial mask for local regions, enhancing the focus on key regions and establish a denser
set of correspondences to perform fine registration.

registration process of the deepest layer, considering
the potential errors in descriptors that may result in a
number of mismatches, we employ a double-soft matching
strategy, as depicted in Fig. 1. This strategy involves
two consecutive matching stages, wherein the points
from the target point cloud participate in both matching
steps. To incorporate them into the registration pipeline,
we introduce a learning-based correspondence network
with a feature consistency enhanced double-soft matching
module, achieving two-stage matching with high flexibility
while enlarging the receptive field. Furthermore, in the
global registration, the sparsity of keypoints enables us
to employ more robust strategies while maintaining high
efficiency, thus we incorporate consistency features and
sparse-to-denser matching strategy into the double-soft
matching network, where sparse-to-denser matching refers
to matching the sparse source point clouds with our
updated, denser target point clouds. The entire double-soft
matching network significantly improves the registration
accuracy due to the patch-to-patch approach to search for
correspondences among super points.

The overall network architecture is illustrated in Fig. 2.
During the estimation of pose transformation in local-
to-local registration, we simultaneously learn a set of
confidence scores for correspondences, we can infer that
each keypoint in sparser point clouds of the deeper layer
correspond to a spatial neighborhood region in denser point
cloud of shallower layer. Therefore, these scores, which
represent the confidence of the local region of shallower
layer, are reused in fine registration, thereby avoiding
repetitive calculations and enhancing overall efficiency.
Extensive experiments are conducted on two large-scale

outdoor LiDAR point cloud datasets, namely the KITTI
odometry dataset [13] and the NuScenes dataset [7].
The result demonstrate that HDMNet surpasses existing
approaches in accuracy while maintaining high efficiency,
presenting remarkable improvements.

Overall, our contributions are as follows:

• Our HDMNet for large-scale outdoor point cloud reg-
istration achieves state-of-the-art performance with
high computational efficiency.

• We design feature consistency enhanced double-soft
matching network, achieving two-stage matching with
high flexibility while enlarging the receptive field in
a patch-to-patch manner, significantly improving the
performance.

• We design a mask prediction module to prioritize cru-
cial regions with higher correspondence confidence,
effectively leveraging the confidence from upper-layer
to enhance accuracy while avoiding duplicated compu-
tations.

2. Related Works
2.1. Conventional point cloud registration

The Iterative Closest Point (ICP) [6] is widely recog-
nized as the most prominent method for point cloud reg-
istration. However, its heavy reliance on the initial estimate
and susceptibility to local minima have motivated the devel-
opment of several variants [36, 38, 49]. FGR and TEASER
[48, 51] are tolerant to outliers from robust cost functions.

3394



Some approaches focus on feature extraction from point
clouds [12, 18, 37, 39, 40]. For instance, Fast Point Feature
Histogram (FPFH) [37] constructs an oriented histogram
based on pairwise geometric properties. [15] presents a re-
view of handcrafted features in 3D point clouds. Subse-
quently, Random sample Consensus (RANSAC) [11] and
its variants [4,5,41] are commonly employed to remove out-
liers from the initial correspondences.

2.2. Learning-based point cloud registration

End-to-end registration. PointNetLK [2] integrates
the Lucas & Kanade algorithm [27] with PointNet [32]
to perform registration. In Feature-metric registration
(FMR) [17], the alignment of two point clouds is achieved
by minimizing the error of global feature projection. A
transformer network was utilized in Deep Closest Point [45]
to estimate soft correspondences while introduces signif-
icant computational overhead, leading to low efficiency.
IDAM [22] introduces an iterative distance-aware similarity
matrix convolution module and proposes a learnable point
cloud downsampling method by utilizing the hard and
hybrid point elimination, which evaluate and filter each
point based on the scores.

Feature matching-based registration and deep point
correlation. Feature matching methods commonly use
precomputed features to establish point correspondences.
Learning-based outlier rejection modules are then em-
ployed for correspondence filtering [3, 8, 14, 25, 26, 29].
CoFiNet [50] learns feature descriptors in a coarse-to-fine
manner. BUFFER [1] takes advantage of both point-
wise and patch-wise techniques. GeoTransformer [34]
learns geometric feature for robust superpoint matching.
Deep Global Registration (DGR) [8] achieves state-of-
the-art performance in indoor point cloud registration
by introducing Fully Convolutional Geometric Features
(FCGF) [9]. DeepVCP [26] leverages virtual points to
establish correspondences. Furthermore, Usip [21] and
Rskdd-Net [24] employ self-supervised learning methods
to generate virtual keypoints and extract descriptor features.
Inspired by attentive cost volume [42–44], our objective
is to find point correspondences in our registration task.
FlowNet3D [23] introduces an embedding layer that learns
point correlations in consecutive frames. Wu et al. [47]
propose a cost volume method for point clouds, incorpo-
rating individual point motion patterns. Wang et al. further
develop the attentive cost volume method, applying it to
end-to-end odometry [42,44], which share similarities with
registration. Recently, HRegNet [25] achieving superior
accuracy and efficiency compared to previous methods.
However, Erroneous correspondences can be introduced
due to the presence of errors in keypoint descriptors and
the utilization of point-to-patch matching strategies.

3. Methodology

The input of HDMNet are source and target point clouds
which are standardized to the same number of points.
HDMNet makes a prediction of the optimal rotation ma-
trix to align the source point clouds with the target point
clouds. The siamese feature pyramid, which will be de-
scribed in Sec. 3.1, is employed to encode the two point
clouds and generate virtual keypoints along with their de-
scriptors. Subsequently, a feature consistency enhanced
double-soft matching network is introduced in Sec. 3.2
to achieve global local-to-local alignment via two-stage
matching in descriptor space. After that, we incorporate the
confidence scores for correspondences obtained from local-
to-local registration into the fine registration of the upper
layer , which will be explained in Sec. 3.3. After two lay-
ers of fine registration, the final estimation R̂ and t̂ are ob-
tained.

3.1. Siamese Point Feature Pyramid

We hierarchically utilize 3-layers of feature extraction,
where each layer takes keypoints Xl−1 (or raw point
clouds), uncertainties Σ̃l−1, and descriptors D̃l−1 as inputs ,
and outputs X̃l, D̃l, Σ̃l. Each level’s feature extraction con-
sists of two parts: a keypoint generation module and a de-
scriptor generation module. The detailed network structure
can be referred to [24]. Additionally, for each level’s input,
we select a set of candidate keypoints using the Weighted
Farthest Point Sampling (WFPS) [52], which introduces un-
certainties for sampling to achieve more reliable keypoint
selection. Detailed derivation of this method can be found
in [25].

3.2. Global local-to-local Matching

Due to the downsampling method employed, the key-
points in the deepest layer, which are generated by hierar-
chically aggregating points from local regions in the shal-
lower layers, can be regarded as representations of local re-
gions in the original point cloud and exhibit lower uncer-
tainty and higher reliability. The objective of this module is
to achieve local-to-local registration using the sparser key-
points. The pivotal challenge lies in establishing the corre-
spondence between points of two point clouds. However,
using a single soft matching strategy to generate matching
points by kNN search in a point-to-patch manner fails to
consider sufficient information from the source point cloud
and not suitable when there are limited overlaps between
the two point clouds. To address these issues, we employ a
learning-based correspondence network with a feature con-
sistency enhanced double-soft matching model in the local-
to-local matching process in layer 3.
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3.2.1 Double-soft matching network

Double-soft matching in local-to-local registration. To
achieve the double-soft matching strategy in local-to-
local registration, as illustrated in Fig. 3, we designed
a network consisting of two soft matching modules with
identical structures. The double-soft matching network
takes keypoints XS = {x1, x2, ..., xi}Ni=1, XT =
{y1, y2, ..., yi}Ni=1, descriptors DS , DT ∈ RN×C , and un-
certainties ΣS ,ΣT ∈ RN×1 as inputs, we omit the sub-
scripts l = 3 indicating the layer number in this section.
Firstly, for each xi in XS , we perform kNN search in the
source point cloud XS to find the k1 nearest neighbor points
{x1

i , x
2
i , ..., x

k1
i }. Then, for each neighboring point xj

i , we
search for k2 nearest neighbor points in the target point
cloud, forming k1 point clusters {X1

i , X
2
i , ..., X

k1
i }. Each

cluster Xj
i = {xj1

i , xj2
i , ..., x

jk2
i } contains k2 points, repre-

sents the cluster formed by the j-th nearest neighbor points
of the i-th point in the source point cloud. In summary,
each point xi in the source point cloud corresponds to k1
patches of the target point cloud. All the aforementioned
kNN searches are conducted in the descriptor space.

The purpose of the first soft matching module is to fo-
cus on each cluster Xj

i and aggregate it into a single point
to update the target point cloud. This single-soft match-
ing network is inspired by [24, 25], where the features of
points within each cluster include similarity features FS ,
geometric features FG and descriptor features FD. FG, FD

are described in detail in [25]. In our approach, FS dif-
fers from HRegNet and represents the similarity features
between neighboring and center keypoints, incorporating
feature consistency similarity and bilateral consensus. Our
similarity calculation is simpler and differs between the two
soft matching stages, which will be explained in detail in
Sec. 3.2.2. We utilize a 3-layer Shared MLP to apply a
nonlinear transformation to the Cluster features Xj

i . Subse-
quent maxpool and the softmax function are used to predict
weights wj

i = {wj1
i , wj2

i , ..., w
jk1
i } for all candidate key-

point within Xj
i . Then we use wj

i to compute weighted sum
of the points within the cluster. Updated coordinates and de-
scriptors as output is denoted as X̃ = {x̃1, x̃2, ...x̃k1

} and
D̃, respectively.

In the second soft matching module, we focus on the
k1 points of X̃ derived from the k1 clusters in the first soft
matching module. Each individual point in X̃ represents
a patch within the target point cloud, collectively forming
a new cluster. While maintaining a soft matching strat-
egy, the structure of the second soft matching network ex-
hibits similarities to the first module but with some differ-
ences: Firstly, the computation of FS differs. Additionally,
by passing the cluster features through a 3-layer Shared-
MLP, we obtain a feature map F̄ = {f1, ..., fK2

}, which
will be fed into a new MLP with a sigmoid function to

Figure 3. The detailed calculation diagram for our feature consis-
tency enhanced double-soft matching network.The detailed pro-
cess description is in Sec. 3.2

predict a confidence score c̃ for the correspondence. Fi-
nally, the calculation of the optimal transformation R∗ and
t∗ can be achieved by solving Eq. (1) in a closed-form using
weighted kabsch algorithm [19] based on the corresponding
keypoints and confidence scores.

R∗, t∗ = argmin
R,t

n∑
i=1

c̃i∥x̃T
i − (RxS

i + t)∥2 (1)

where ∥·∥2 represents L2 norm, xS
i and x̃T

i are correspond-
ing points, c̃i represents the correspondence confidence.
This double soft matching mode adopts a patch-to-patch
approach, focusing on k1 keypoints from the source point
cloud and k1k2 keypoints from the target point cloud. In
comparison to utilizing a single soft matching, it offers en-
hanced flexibility. Each point in the target point cloud di-
rectly participates in two soft matching processes. A higher
weight in the first soft matching process indicates its abil-
ity to better represent a local region within the target point
cloud. Similarly, a higher weight during the second match-
ing process suggests a greater likelihood of this local region
matching the point xi from the source point cloud XS .
Sparse-to-Denser matching strategy. To efficiently im-
plement the Double-soft matching strategy described above
and avoid redundant computations caused by the possibil-
ity of a point in the target point cloud being a neighbor to
multiple points in the source point cloud, in our practical
implementation, we reverse the order of kNN searches. We
firstly for each point in the source point cloud perform kNN
search in the target point cloud to form a cluster, aggre-
gate the cluster into a single point to update the target point
cloud. Subsequently, we conduct a same soft matching pro-
cess between the source point cloud and the updated target
point cloud. This computation method enables the imple-
mentation of additional sparse-to-denser matching strate-
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Figure 4. Architecture of correspondence Network in fine regis-
tration. Given the source and the target point cloud, along with
matching confidence scores of the upper layer, We firstly upsam-
ple the confidence scores to obtain an initial mask and utilize the
single-soft matching module to generate denser correspondence.
The detailed process is described in Sec. 3.3.

gies. Specifically, considering that the target point cloud
was updated in the first soft matching model and its struc-
ture was also altered, resulting in the loss of some initial
information of the target point cloud. Drawing inspiration
from ResNet [16], a simple strategy to avoid the aforemen-
tioned issue is to concatenate the updated target and original
target point cloud before the second round of soft matching.
This approach ensures an increase in the density of the tar-
get point cloud while maintaining accuracy compared to us-
ing a single round of soft matching alone. Consequently, the
target point cloud is composed of both the pre-update point
clouds and the updated point clouds in the second round of
soft matching, leading to sparse-to-denser matching(sparse
source point clouds match denser target point clouds).

3.2.2 Similarity Features

Bilateral consensus. Bilateral consensus is used to de-
scribe whether the center point of a cluster and its neigh-
boring points are mutual nearest neighbors during the soft
matching process, which has been explained in detail in
[25, 35]. To ensure efficiency, this similarity is only cal-
culated in the second soft matching module.
Feature consistency similarity. Feature consistency sim-
ilarity is computed in both soft matching processes. For
a point xS

i in the source point cloud XS and a cluster
{x1

i , x
2
i , ..., x

k
i } in the target or updated target point cloud,

we denote their descriptors as dSi and dki , respectively. The
cosine similarity between them can be calculated as:

ski =
dSi · dki

∥dSi ∥ · ∥dki ∥
(2)

then the similarity is normalized as:

ski =
ski

maxm smi
(3)

In the first soft matching process, the similarity quanti-
fies the level of similarity between individual points in XS

and their corresponding points in XT , while in the second
soft matching process, it measures the level of matching be-
tween distinct regions in XT and keypoint in XS .

3.3. Fine registration with hierarchical mask opti-
mization

Following the coarse registration, we leverage two sub-
sequent layers of fine registration to refine the alignment. In
each fine registration layer, we firstly transform the source
point cloud using the transformation Rl+1, tl+1 obtained
from the registration in the deeper layer. A single-soft
matching network combined with the weighted kabsch al-
gorithm [19] is employed to obtain refined transformation
△Rl and △tl. Hence, the output of this layer is given by
Rl = △RlRl+1 and tl = △Rltl+1 +△tl.

The structure of the fine registration is illustrated in the
Fig. 4. We employed the single-soft matching module in
the fine registration, as detailed in Section 3.2. Due to
the generation of keypoints in the deeper layer from a re-
gion in the shallower layer, the high-confidence keypoints
in the denser point cloud of the deeper layer correspond to
a high-confidence spatial neighborhood region in the shal-
lower layer. We utilized the confidence scores from the
deeper layer to design a hierarchical embedding Mask mod-
ule. Specifically, We adopt the upsampling method inspired
by [33] to upsample the confidence scores between layers.
For each point xi

l−1 in Xl−1, we perform a kNN search in
Xl. Then, we compute the initial weights cil−1 for xi

l−1 of
Xl−1 as:

cil−1 =

∑k
j=1 w(i, j) · cl(i, j)∑k

j=1 w(i, j)
(4)

where cl(i, j) represents the j-th nearest neighbor point of
xi in the l-th layer. w(i, j) represents the weight of that
point, calculated as the reciprocal of the distance between
the two points. The weights are then fed into a MLP, where
they undergo a mapping to the feature dimension, enabling
the application of a mask to each channel of attentive feature
map. In addition, considering the effectiveness of global
registration in achieving initial alignment of point clouds,
all kNN searches in the fine registration are performed in
Euclidean space rather than in descriptor space.

3.4. Loss Function

The loss function of HDMNet is composed of trans-
lation loss Ltrans and rotation loss Lrot. The total loss
L = Ltrans + αLrot. Ltrans and Lrot can be calculated
based on the given estimated and ground truth transforma-
tions R̂, t̂ and R, t as

Ltrans = ∥t− t̂∥2 (5)
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(a) Registration result (b) Keypoints at each layer

Figure 5. (a) Qualitative visualization of registration result. We display 3 samples of point cloud registration. The first row display the top
5 and bottom 5 point correspondences based on their correspondences confidence obtained from the deepest layer’s registration. The green
lines and the red lines represent inlier and outlier correspondences. The second raw displays the aligned two point clouds. (b) Qualitative
visualization of keypoints. We present the keypoints at each layer, with each row representing one point cloud. The yellow points represent
the original point cloud, while the blue points indicate the keypoints generated.

Lrot = ∥R̂TR− I∥2 (6)

where I denotes identity matrix.

4. Experiments
4.1. Datasets

We conducted experiments on two outdoor LiDAR point
cloud datasets: the KITTI odometry dataset [13], the
NuScenes dataset [7]. For both datasets, we utilized the
point cloud pairs provided in [25] for training, validation,
and testing of the proposed method.

4.2. Implementation details

Our HDMNet. In the pre-processing stage, we begin by
voxelizing the input point clouds with a voxel size of 0.3m.
Subsequently, we randomly sample 16,384 points from the
point clouds in the KITTI dataset and 8,192 points in the
NuScenes dataset. Our network implementation is based on
PyTorch [30] and we employed the Adam optimizer [20] to
optimize the network parameters. We initialized the learn-
ing rate to 0.0095 and implemented a schedule to decrease it
by half every 10 epochs. To achieve a balance between rota-
tion and translation, we set the hyperparameter α to 1.8 for
the KITTI dataset and 2.1 for the NuScenes dataset. During
the network training process, we follow the approach of [24]
to train the detector and descriptor, utilizing the probabilis-
tic chamfer loss as proposed in [21] and the matching loss
as introduced in [24]. Subsequently, we fix the weights of
the keypoint detector and train the entire network by mini-
mizing the rotation and translation errors. The initial layer
contains 1024 keypoints, and each subsequent layer has half

the number of keypoints compared to the upper layer. The
descriptor dimension in the first layer is 64, and in each
subsequent layer, it is doubled relative to the upper layer. In
both coarse and fine registration stages, the value k of kNN
search in soft matching module is set to 8.
Baseline method. The performance of the proposed HDM-
Net is compared with classical methods as well as learning-
based methods. All experiments were conducted on an In-
tel i9-10920X CPU and an NVIDIA RTX 3090 GPU. Fol-
lowing [25], we compare the proposed method with 4 rep-
resentative traditional registration methods: point-to-point
and point-to-plane ICP (ICP (P2P) and ICP (P2Pl)) [6],
Fast Global Registration (FGR) [51], RANSAC [11] with
FCGF [9] as the feature. The maximum iteration number
of RANSAC is set to 2×10e6. Additionally, we compare
HDMNet with 5 learning-based methods on KITTI dataset
and NuScenes dataset, including two object-level registra-
tion methods (Deep Closest Point (DCP) [45] and IDAM
[22]), two indoor point cloud registration methods (Feature-
metric registration (FMR) [17] and Deep Global Registra-
tion (DGR) [8]), and the state-of-the-art LiDAR point cloud
registration network HRegNet [25].

4.3. Evaluation

4.3.1 Qualitative visualization

We showcase the final registration results in Fig. 5(a). In
the first row, we select the top 5 and bottom 5 point corre-
spondences based on their correspondences confidence ob-
tained from the deepest layer’s registration. If the relative
positional error is less than the distance threshold ϵd = 1m,
the corresponding keypoints are considered inliers. This
classification is visually represented by the green and red
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(a) KITTI Dataset (b) NuScenes Dataset

Figure 6. Registration recall with different RRE and RTE thresholds on KITTI dataset and NuScenes dataset.

Table 1. Registration performance on KITTI dataset and NuScenes dataset.

Methods
KITTI dataset NuScenes dataset

RTE(m) RRE(deg) Recall Time(ms) RTE(m) RRE(deg) Recall Time(ms)

ICP(P2Point) [6] 0.045±0.054 0.112±0.093 14.25% 472.2 0.252±0.510 0.253±0.502 18.78% 82.0
ICP(P2Plane) [6] 0.044±0.041 0.145±0.153 33.56% 461.7 0.153±0.296 0.212±0.306 36.83% 44.5
FGR [51] 0.929±0.592 0.963±0.807 39.43% 506.1 0.708±0.622 1.007±0.924 32.24% 284.6
RANSAC [11] 0.161±0.093 0.424±0.285 100% 459.4 0.171±0.128 0.419±0.257 99.89% 187.4

DCP [45] 1.028±0.506 2.074±1.190 47.29% 46.4 1.087±0.491 2.065±1.142 58.58% 45.5
IDAM [22] 0.659±0.483 1.057±0.939 70.92% 33.4 0.467±0.410 0.793±0.783 87.98% 32.6
FMR [17] 0.657±0.483 1.493±0.847 90.58% 85.5 0.603±0.391 1.610±0.974 92.06% 61.1
DGR [8] 0.322±0.320 0.374±0.302 98.71% 1496.6 0.211±0.183 0.476±0.430 98.41% 523.0
HRegNet [25] 0.056±0.075 0.178±0.196 99.77% 106.2 0.122±0.112 0.273±0.197 100% 87.3

HDMNet 0.050±0.057 0.159±0.152 99.85% 120.2 0.114±0.102 0.274±0.206 100% 102.9

lines, respectively denoting the inlier and outlier corre-
spondences. We observed that erroneous correspondences
are consistently present among the point correspondences
ranked in the bottom 5 in terms of confidence, whereas the
top 5 correspondences were generally considered inliers.
This indicates that the confidence scores predicted by the
network have the potential to reject unreliable correspon-
dences. The second row displays the aligned point clouds.

In addition, in Fig. 5(b), we present the keypoints at each
layer. It can be observed that as the layers become deeper,
the number of keypoints decreases while their reliability in-
creases. The keypoints in the deepest layer are primarily
distributed along the road lines, suggesting their higher re-
liability. This demonstrates the validity of the hierarchical
structure and the effective utilization of robust keypoints in
the deepest layers for achieving global registration.

4.3.2 Quantitative evaluation

The evaluation of our approach is conducted based
on the relative translation error (RTE) and relative rota-
tion error (RRE), which can be calculated as Eq. (5) and
arccos(Tr(R̂TR − 1)/2), respectively. where R̂T and R

are the estimated and ground truth rotation matrix. In accor-
dance with [25], we employ the registration recall to mea-
sure the success rate of our registration. For a more detailed
comparison of the registration performance, we calculate
the average RRE, RTE and display the results in Tab. 1.
The average RTE and RRE are only calculated for success-
ful registrations. The values of RTE and RRE are set to
ϵtrans = 2m and ϵrot = 5deg, respectively.

The results reveal that without providing a good initial
transformation, the ICP algorithm easily falls into local op-
tima, leading to a high failure rate . The recall of FGR
is also low, rendering it impractical for applications. The
incorporation of the RANSAC algorithm into traditional
methods improves both the success rate and accuracy of reg-
istration. However, due to multiple iterations, this method’s
runtime on the KITTI dataset is nearly five times longer
than our approach, and its accuracy is also lower than us.
Regarding learning-based methods, algorithms designed for
indoor or object-level point cloud registration are clearly in-
adequate for large-scale outdoor scenes. DCP achieves a re-
call rate of less than 60% on both the KITTI and NuScenes
datasets. IDAM performs better than DCP, but its RTE,
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Figure 7. Registration recall of different models on KITTI
dataset. STD: Sparse-to-Denser matching strategy. DM: double-
soft matching network. fs: feature consistency similarity.

Table 2. Ablation studies on KITTI dataset.

Model RTE(m) RRE(deg) Recall Time(ms)

w/o STD 0.064±0.118 0.196±0.311 98.87% 110.6
w/o fs 0.053±0.086 0.165±0.191 99.68% 118.1
w/o{DM,STD,fs} 0.071±0.132 0.192±0.272 97.92% 91.8

w/o mask 0.053±0.068 0.163±0.172 99.85% 117.0

HDMNet 0.050±0.057 0.159±0.152 99.85% 120.2
HDMNet* 0.076±0.146 0.195±0.297 98.24% 90.1

RRE are still significantly higher than our algorithm. More-
over, the registration success rates of these algorithms range
from 50% to 70%, indicating poor feature representation
capabilities and limited adaptability to large-scale scenes.
FMR does not perform fine registration after global align-
ment, resulting in lower success rate and accuracy, despite
its shorter computation time. DGR has the highest com-
putational cost, but still falls short of achieving sufficient
accuracy. HRegNet achieves higher accuracy than other al-
gorithms. However, our proposed HDMNet achieves a re-
duction of over 12.0% in RTE and 10.7% in RRE on the
KITTI dataset, with a higher registration recall rate. Addi-
tionally, the RTE and RRE distributions exhibit a smaller
standard deviation compared to other methods.

4.4. Ablation study

To analyze the impact of our proposed double-soft
matching module, similarity feature, and mask-prediction
module on the performance, we conducted extensive abla-
tion studies on the KITTI dataset provided in [25]. The reg-
istration recall with different modules is displayed in Fig. 7
and the detailed average RTE and RRE is shown in Tab. 2
and the calculation settings are the same as that in Tab. 1.
HDMNet* only utilized a single soft-matching without all
the aforementioned modules.
Feature consistency enhanced double-soft matching net-
work. The Feature Consistency Enhanced Double-Soft
Matching Network module(DM) incorporates the paradigm

of double-soft matching and introduces feature consistency
similarity and sparse-to-denser(STD) strategy. To analyze
their individual contributions, we conduct ablation studies
by separately dropping these three modules and retraining
the model. Specifically, in the first experiment, we perform
double-soft matching without sparse-to-denser(STD) strat-
egy and in the second experiment we exclude the feature
consistency similarity. Additionally, we conducted another
experiment using only single-soft matching (without all the
aforementioned components).

The results demonstrate that the Feature Consistency
Enhanced Double-Soft Matching Network significantly re-
duces the RRE, RTE and the standard deviation of the error
distribution. This indicates that the estimated values be-
come increasingly stable. The registration recall without
the similarity and STD strategy is noticeably inferior to the
full model, highlighting the importance of these two strate-
gies. Furthermore, the inclusion of STD strategy further
improves the performance, indicating that relying solely on
double-soft matching may result in the neglect of the dis-
tinctive features of the original target keypoints.
Mask-prediction. We drop the Mask Prediction module
and retrain the network for comparison with the full model.
The experimental results demonstrate the effectiveness of
this approach. Specifically, this strategy leads to a reduc-
tion in both RRE and RTE while introduces minimal ad-
ditional parameters and computations, resulting in a nearly
unchanged running time. These findings validate the effi-
cacy of this module, as it contributes to the improvement of
accuracy without compromising computational efficiency.

5. Conclusion
In this paper, we propose a hierarchical network for out-

door LiDAR point cloud registration, composed of global
local-to-local registration and efficient fine registration. To
establish reliable correspondences between keypoints, we
introduce a double-soft matching network and incorporate
feature consistency similarity in the matching process.
Additionally, we utilize the confidences of correspondences
from deep layer to mask keypoints in the corresponding
regions of shallow layers. Abundant ablation experiments
demonstrate the effectiveness of our feature consistency en-
hanced double-soft matching network and mask-prediction
module. Furthermore, through extensive experiments on
two large-scale outdoor LiDAR point cloud datasets, we
have achieved remarkable levels of precision and efficiency
with the proposed HDMNet.
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