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Abstract

This work aims to leverage pre-trained foundation
models, such as contrastive language-image pre-training
(CLIP) and segment anything model (SAM), to address
weakly supervised semantic segmentation (WSSS) using
image-level labels. To this end, we propose a coarse-to-
fine framework based on CLIP and SAM for generating
high-quality segmentation seeds. Specifically, we construct
an image classification task and a seed segmentation task,
which are jointly performed by CLIP with frozen weights
and two sets of learnable task-specific prompts. A SAM-
based seeding (SAMS) module is designed and applied to
each task to produce either coarse or fine seed maps. More-
over, we design a multi-label contrastive loss supervised by
image-level labels and a CAM activation loss supervised
by the generated coarse seed map. These losses are used
to learn the prompts, which are the only parts need to be
learned in our framework. Once the prompts are learned,
we input each image along with the learned segmentation-
specific prompts into CLIP and the SAMS module to pro-
duce high-quality segmentation seeds. These seeds serve as
pseudo labels to train an off-the-shelf segmentation network
like other two-stage WSSS methods. Experiments show that
our method achieves the state-of-the-art performance on
PASCAL VOC 2012 and competitive results on MS COCO
2014. Our code will be released upon acceptance.

1. Introduction
Weakly supervised semantic segmentation (WSSS) with

image-level labels [1,38,41,48] has attracted a great amount
of research interest due to its much lower annotation cost
compared to fully supervised counterparts [3, 27, 37, 39].
Mainstream methods address this WSSS problem by ob-
taining reliable seeds and using them as pseudo labels to
train an off-the-shelf segmentation network. Therefore, ex-
tensive efforts have been devoted to generating high-quality
segmentation seeds. These methods often utilize class ac-
tivation maps (CAMs) [34, 46] derived from image classi-
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Figure 1. Typical examples of the class activation maps (CAMs)
and seed maps produced from the classification (Cls.) and segmen-
tation (Seg.) tasks constructed in our coarse-to-fine framework.
The CAMs only demonstrate the maps activated by a target class
labelled on the left side, while the seed maps cover all foreground
classes presented in the images.

fication networks as initial seeds. However, the obtained
CAMs tend to focus on the most discriminative parts rather
than complete objects and may falsely activate the back-
ground. To improve them, various techniques such as adver-
sarial erasing [18, 19, 38], saliency guidance [21, 44], affin-
ity learning [1, 13, 41], and contrast learning [11, 48] have
been exploited. Despite significant advancements achieved
by these methods, the performance of WSSS still lags be-
hind that of FSSS counterparts.

Recently, pre-trained foundation models such as the con-
trastive language-image pre-training (CLIP) model [28] and
the segment anything model (SAM) [16] have also been
leveraged to improve the CAMs [15, 24, 40]. While these
methods [15,24,40] have shown promising results, the way
of using foundation models is still in its preliminary stage,
leaving ample room for further exploration. For instance,
in the adaptation of CLIP to WSSS, both CLIMS [40] and
CLIP-ES [24] rely on manually-designed prompts, neglect-
ing the potential benefits of using learnable prompts [47],
which have demonstrated effectiveness in other vision tasks.
Furthermore, when incorporating SAM into WSSS, a chal-
lenge arises as SAM commonly supports point- or box-
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wise prompts and produces part/object-level masks with-
out class labels. Previous methods either produce box-
wise prompts [36] as an initial step or adopt simple voting
schemes [6,15] to select masks. How to effectively integrate
SAM into the WSSS framework remains underexplored.

This work attempts to leverage both CLIP and SAM
to generate high-quality segmentation seeds for WSSS.
Firstly, we introduce prompt learning [47] to adapt CLIP
more effectively. A straightforward way to use prompt
learning is to replace the manually-designed prompts used
in CLIP-ES [24] with contextually learnable prompts
trained through an image classification task. However,
due to the weak supervision of image-level labels, the
coarse seeds generated from classification using the learned
prompts may still be under-perform, missing object parts or
including background regions, as shown in Figure 1. To im-
prove them, we additionally construct a segmentation task
and learn a set of segmentation-specific prompts relying on
the coarse seeds. This joint framework for classification
and segmentation refine the initial segmentation seeds in a
progressive manner, moving from a coarse to a fine level.
Finally, the fine seeds produced by segmentation-specific
prompts are used to train the final segmentation network.

In both classification or segmentation tasks of our
coarse-to-fine framework, we keep the CLIP model frozen
while only learning task-specific prompts. A multi-label
contrastive loss relying on image-level labels and a CAM
activation loss relying on the generated coarse seeds are
designed to train the classification and segmentation tasks
jointly. In addition, we employ Softmax-GradCAM [24] to
produce the class activation maps in each task stream. Then,
instead of taking dense CRF [17] or AffinityNet [1] like
previous WSSS methods to refine the CAMs, we design a
SAM-based seeding module for refinement, which takes ad-
vantage of class-agnositic part/object-level masks produced
by SAM to generate seed maps. The CLIP-based coarse-
to-fine framework, together with the SAM-based seeding
module and the designed losses, empower us to generate
high-quality segmentation seeds.

In summary, the contributions of our work are as follows:

• We propose a coarse-to-fine framework that leverages
CLIP to jointly perform classification and segmenta-
tion tasks. The coarse seed map yielded from classifi-
cation guides the generation of the fine seed map from
segmentation. Moreover, we learn two sets of task-
specific prompts, enabling the frozen CLIP model to
be adapted to our two tasks more effectively than man-
ually defined prompts.

• We design a SAM-based seeding module that can be
applied at the seed generation stage to produce high-
quality seeds from CAMs and at the second stage to
refine final segmentation results. In contrast to dense
CRF [17] or AffinityNet [1] that are extensively used in

previous WSSS methods, our module generates better
refinement results while being more efficient.

• Extensive experiments show that out method achieves
state-of-the-art on PASCAL VOC 2012 [12] and very
competitive results on MS COCO 2014 [23].

2. Related Work
2.1. Weakly Supervised Semantic Segmentation

WSSS methods can be roughly grouped into one-stage
and two-stage techniques. The one-stage methods [2,32,45]
train a segmentation network end-to-end using image-level
labels. In contrast, the two-stage methods [1, 18, 30]
first generate segmentation seeds and then use them as
pseudo labels to train an off-the-shelf segmentation net-
work, achieving better performance. A key problem in
the two-stage methods is to generate high-quality seeds.
To this end, various methods such as adversarial eras-
ing [18, 19, 38], saliency guidance [21, 44], affinity learn-
ing [1, 13, 41], contrast learning [11, 35, 48], and boundary-
aware [22, 30] techniques have been proposed to improve
the seeds initially generated by CAMs [34, 46]. Recently,
a new trend [6, 24] is to take advantage of pre-trained large
foundation models. In line with this research direction, our
work has explored incorporating CLIP [24] with SAM [16]
to generate high-quality seeds.

2.2. Contrastive Language-Image Pre-training

Contrastive Language-Image Pre-training (CLIP) [28] is
a vision-language model trained on 400 million image-text
pairs collected from the Internet. It demonstrates a strong
ability to generalize to unseen data and has been adapted to
various downstream vision tasks. In WSSS, CLIMS [40]
proposed CLIP-based losses to supervise another network
to generate high-quality CAMs. CLIP-ES [24] designed
Softmax-GradCAM and class-aware attention-based affin-
ity (CAA) to generate CAMs directly from CLIP. Both
methods [24, 40] use manually-designed templates like “a
photo of [CLS]” or “a clean origami [CLS]” as text prompts
when leveraging textual information of CLIP. In contrast,
learnable textual contexts have shown their effectiveness in
achieving better transferability in other vision tasks [29,47].
Inspired by them, we propose to learn two sets of prompts
specific to classification and segmentation tasks in our
coarse-to-fine framework, enabling the frozen CLIP model
to be adapted to our tasks more effectively.

2.3. Segment Anything Model

The Segment Anything Model (SAM) [16] is a recently
released foundation model for image segmentation. Trained
with over 1 billion masks on 11 million images, it has
gained a strong generalization ability and can be easily
adapted to a range of downstream vision tasks. SAM has
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also been applied to boost the performance of WSSS very
recently. For instance, Chen et al. [6] improved the CAM-
based pseudo labels by including SAM-generated segments
based on overlap ratios. Jiang et al. [15] produced pseudo
segmentation labels by prompting SAM with local maxi-
mum points on the CAMs. Contrastively, we introduce a
SAM-based seeding module that incorporates a filter with
a preference order of whole, part, and subpart to generate
semantic quasi-superpixels from SAM-generated masks,
based on which more complete and precise segmentation
seeds are generated. A concurrent work to ours is presented
in [36], which employed Grounded-DINO [25] to generate
box-wise prompts and feed them into SAM to produce seg-
mentation seeds. In contrast to it, our approach incorporates
CLIP with SAM for seed generation.

3. Preliminary
CLIP-ES [24] is a WSSS framework that inspires our

work. In this section, we briefly introduce three of its
components, including text prompt selection, Softmax-
GradCAM, and class-aware attention-based affinity (CAA),
which are related to or will be used in our work.

Text prompt selection. CLIP-ES proposes a sharpness-
based criterion to guide the choice of text prompts. The
selection of prompts is made through trial and error, and “a
clean origami [CLS]”, which has the lowest sharpness, is
manually selected as the input prompt. Here, [CLS] is a
foreground class label and its synonyms, or a background
label such as ground, grass, railroad, etc., which are addi-
tionally defined.

Softmax-GradCAM. CLIP-ES introduces the Softmax
function into the original GradCAM [34] to generate CAMs
that better suppress non-target classes and backgrounds.
Specifically, for each image and a text prompt of any one
class label, CLIP yields an image embedding fI and a text
embedding fT , and a logit Y = cos(fI , fT )/τ is computed,
where cos(·, ·) denotes cosine similarity and τ is a temper-
ature factor. Then, for the image, a Softmax score sc for
class c ∈ P is computed as follows:

sc =
exp(Y c)

Σc′∈P∪B exp(Y c′)
, (1)

where P ⊆ F denotes the set of classes presented in the
image, and F is the set of foreground classes in a whole
dataset. B denotes the set of background classes manually
defined in CLIP-ES.

Then, given a feature map F ∈ RK×H×W output before
the last multi-head self-attention (MHSA) layer of the CLIP
image encoder, the activation weight corresponding to class
c at k-th channel is calculated by

wc
k =

1

HW

H∑
u=1

W∑
v=1

∂sc

∂Fk,u,v
. (2)

The CAM of class c is finally obtained by

M c
u,v = ReLU

(
K∑

k=1

wc
kFk,u,v

)
. (3)

Class-aware attention-based affinity. CAA is pro-
posed to refine the above-obtained CAMs by leveraging the
attention weight W attn ∈ RHW×HW of the last MHSA
layer. That is,

M c∗ = Bc ⊙At · vec(M c), (4)

where Bc ∈ R1×HW is a box mask taken from the CAM
of class c, ⊙ is Hadamard product, t is the iteration number,
vec(·) is the vectorization of a matrix, and A is a symmetric
affinity matrix obtained from the attention weight. (Please
refer to CLIP-ES [24] for more details.)

4. The Proposed Method
In this section, we present a coarse-to-fine framework

based on CLIP [28] and SAM [16] to produce high-quality
segmentation seeds. For each image, a coarse seed map is
generated from an image classification task that is super-
vised by a multi-label contrastive loss using the image-level
labels. Then, a fine seed map is obtained from a seed seg-
mentation task that is supervised by a CAM activation loss
using the generated coarse seeds. We leverage a frozen
CLIP model while learning task-specific prompts to per-
form both classification and segmentation tasks. In each
task, Softmax-GradCAM and CAA [24] are applied to pro-
duce class activation maps, which are fed into a SAM-based
seeding module to generate either coarse or fine seeds. Fig-
ure 2 illustrates an overview of the entire framework. Once
the task-specific prompts are learned, high-quality segmen-
tation seeds will be produced using the individual segmen-
tation stream and further used as pseudo labels to train an
off-the-shelf segmentation network.

4.1. Prompt Learning

In contrast to CLIP-ES [24] that manually selects text
prompts, we employ prompt learning [47] to adapt CLIP to
WSSS more effectively. Furthermore, instead of learning
task-share prompts that overlook fine-grained task correla-
tions, we learn two sets of prompts specific to image classi-
fication and seed segmentation tasks, respectively.

Classification-specific prompts. In our WSSS frame-
work, the image-level labels are used to learn a multi-label
image classification task. Therefore, we first design a set of
prompts specific to this task. Considering that the image-
level supervision is relatively weak, we choose a unified
context strategy that shares the same context among all
classes to avoid overfitting. More specifically, the unified
context is defined as follows:

tc = [V ]1[V ]2 · · · [V ]N [CLSc], (5)
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Figure 2. An overview of the proposed coarse-to-fine framework for the generation of high-quality segmentation seeds. It employs a
frozen CLIP model with two sets of learnable task-specific prompts to jointly perform image classification and seed segmentation tasks.
The logits computed from each set of prompts are used by Softmax-GradCAM to calculate class activation maps (CAMs), which are
further refined by class-aware attention-based affinity (CAA). The CAMs obtained from each task are then input into a SAM-based seeding
module to generate either a coarse or a fine seed map. Moreover, a multi-label contrastive loss LMCL and a CAM activation loss LCAL

are designed to supervise the learning of the prompts, which are the only parts that need to be learned in our framework. Once learned,
only the segmentation stream, as shown by red lines, is utilized to generate high-quality seeds.

where [V ]n (n ∈ {1, ..., N}) is a vector with the same di-
mension as the word embeddings of CLIP, and N is the
number of context tokens. c ∈ F ∪ B, in which F is the
set of foreground classes given in a dataset and B is the set
of background classes manually defined in CLIP-ES [24].
This prompt learning technique enables the CLIP model to
adapt effectively to our multi-label classification task.

Segmentation-specific prompts. Our framework also
includes a seed segmentation task, and therefore, we design
a set of segmentation-specific prompts as well. Considering
that the supervision of this task is on a pixel level, which
is stronger than that of the classification task, we choose a
class-specific context strategy in which each class has inde-
pendent context vectors. That is, for each foreground class
c ∈ F , we define the prompt as

tc = [CLSc][V ]c1[V ]c2 · · · [V ]cN , (6)

and for a background class b ∈ B we define the prompt as

tb = [V ]b1[V ]b2 · · · [V ]bN , (7)

where [V ]cn and [V ]bn have the same dimension as the word
embeddings as well.

It is worth noting that, here we prepend the foreground
class label to the contexts, which has been validated to be
more effective compared to the way used in classification-
specific prompts. Additionally, as highlighted by CLIP-
ES [24], the regions identified by foreground and back-
ground prompts are implicitly mutually exclusive when

employing Softmax-GradCAM. This allows us to elimi-
nate the need for manually defined background class labels
in segmentation-specific prompts and still make the back-
ground prompts to be fully learned.

4.2. SAM-based Seeding Module

The SAM-based seeding module takes the CAMs as in-
put to produce a seed map. By leveraging the object masks
produced by the segment anything model (SAM) [16],
we implement this module through three steps: quasi-
superpixel generation, quasi-superpixel classification, and
seed map generation, which are introduced below.

SAM-based quasi-superpixel generation. When
prompted with a regular grid of points, SAM [16] produces
∼100 high-quality masks per image. However, these masks
lack semantic labels, and many of them are overlapped, cov-
ering the whole, part, and sub-part of objects. To leverage
these masks for generating complete and precise segmenta-
tion seeds, we first screen out a set of suitable masks, which
we refer to as quasi-superpixels. These quasi-superpixels
are selected to preferentially cover whole objects. Addition-
ally, similar to standard non-overlapping superpixels, these
quasi-superpixels are chosen to minimize overlap as much
as possible.

To this end, we make slight modifications to the mask
generation pipeline of SAM as follows: 1) We set a lower
confidence threshold tm,whole to retrieve more masks at the
whole level. 2) During non-maximal suppression (NMS),

526



we prioritize the selection of whole level masks, reducing
the suppression of whole masks caused by overlaid part or
sub-part masks. 3) We design a simple filter and apply it
to the masks retained after NMS to further reduce over-
lap. The filter follows a preference order of whole, part,
and sub-part. That is, it selects whole masks first, followed
by part masks, and then sub-part masks. Each subsequent
level mask is included only if the occupation ratio between
it and the selected masks, which is the ratio between the in-
tersection and the subsequent level mask area, is lower than
a threshold tr. Figure 3 demonstrates typical examples of
the masks selected after each of these steps.

SAM-based quasi-superpixel classification. We utilize
the refined CAMs to determine the semantic class for each
quasi-superpixel. The CAM for a foreground class c is de-
noted by M c∗ ∈ RH×W , and each quasi-superpixel Qi is
represented by a binary mask of size H × W . The score
for Qi being classified as class c is computed by averaging
the activation weights within the quasi-superpixel and then
normalizing over all quasi-superpixels. That is,

Sc(Qi) = Norm

(
1

|Qi|

H∑
u=1

W∑
v=1

Qi
u,v ·M∗c

u,v

)
, (8)

where Norm(·) is min-max normalization. The score of
being classified as the background is calculated by

Sbg(Qi) = (1−max
c∈P

(Sc(Qi)))α, (9)

where α is a hyper-parameter empirically set. A larger value
of α suppresses the background and results in more fore-
ground superpixels.

Then, the semantic class of quasi-superpixel Qi is deter-
mined by

li = arg max
j∈P∪{bg}

(Sj(Qi)). (10)

Note that, unlike prompt learning that considers multiple
background classes, here we only consider one background
class denoted as bg.

Seed map generation. Finally, we generate a seed map
D ∈ RH×W by assigning the class label of each quasi-
quasi-superpixel to the pixels it contains. If there are some
pixels covered by two quasi-superpixels, which is rare after
our filtering scheme, the class of the quasi-superpixels at the
higher level is assigned. If the levels are the same, the one
with the higher classification score is assigned. Addition-
ally, any pixels not covered by any superpixels are treated
as background. In contrast to the overlap ratio based voting
scheme [6], our whole-preference based seed generation is
able to retrieve object masks more completely and assign
semantic labels more precisely.

4.3. Training Loss

We design a multi-label contrastive loss LMCL and a
CAM activation loss LCAL to supervise the learning of

(a) Original SAM Masks

180 masks (13 for “whole”)

(d) SAM-based Quasi-superpixels 

47 masks (26 for “whole”)

(c) Prioritize “whole” Masks in NMS

118 masks (26 for “whole”)

(b) Lower 𝑡𝑡𝑚𝑚,𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 for More ‘whole’ Masks

176 masks (17 for “whole”)

(e) CAM of Person

(f) CAM of Sofa

(g) Seed from Original SAM Masks

(h) Seed from SAM-based Quasi-superpixels 

Figure 3. Illustration of the object masks generated by SAM and
the resulted seed maps.

prompts. That is, the entire training loss is defined by

L = LMCL + LCAL. (11)

Multi-label contrastive loss. Although the binary cross
entropy loss is commonly used in WSSS to supervise the
multi-label classification task, we observe that the values
of most CLIP logits for classification fall within the satu-
ration range of the sigmoid function, leading to inefficient
training. We hereby employ a multi-label contrastive loss to
supervise the classification task, which extends the original
contrastive loss of CLIP to the multi-label scenario:

LMCL =
1

|P|
∑

c∈P − log
exp(Y c

C)

exp(Y c
C) +

∑
c′∈F−P exp(Y c′

C )
, (12)

in which YC represents a logit for the classification task,
P is the set of classes presented in the image, and | · | is
the cardinality of a set. This contrastive loss attracts the im-
age embedding to the text embeddings of foreground classes
present in the image while pushing it apart from the text
embeddings of absent classes. Note that although the back-
ground logits are not considered in this loss, the background
prompts still benefit from the unified context shared with the
foreground prompts.

CAM activation loss. Although the pixel-wise cross en-
tropy loss is commonly employed for segmentation tasks,
it suffers from the low values of Softmax-GradCAM [24]
used in our task, leading to ineffective learning. Therefore,
the CAM activation loss is designed, which encourages the
activation maps yielded from the segmentation task to be
closely aligned with the coarse seed map obtained from the
classification task. Specifically, let us denote the c-class ac-
tivation map generated from segmentation as M c

S and the
coarse seed map obtained from classification as DC . Then,
the activation loss for the foreground regions is defined by

Lfg
CAL =

∑
c∈P

||Dc
C ⊙ (max(Dc

C ⊙M c
S)−M c

S) ||, (13)

where || · || denotes the L1 norm. The maximum value is
detached to prevent it from being decreased. The loss for
the background regions is defined by

Lbg
CAL =

∑
c∈P

||Dc
C ⊙M c

S ||, (14)
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where Dc
C = 1(DC = c) is the binary mask for class c and

Dc
C = 1−Dc

C . Then, the entire CAM activation loss is

LCAL =
1

|P| ·HW
(Lfg

CAL + Lbg
CAL). (15)

4.4. Final Segmentation

Once the coarse-to-fine framework is learned, we uti-
lize our segmentation stream to generate high-quality seeds.
These seeds further serve as pseudo labels to train an off-
the-shelf segmentation network, such as DeeplabV3+ [4] or
Mask2Former [7], following other WSSS methods. In ad-
dition, after obtaining the final segmentation score map, we
further apply our SAM-based seeding module but using the
segmentation scores for quasi-superpixel classification, to
refine the final segmentation results.

5. Experiments
5.1. Datasets and Evaluation Metrics

We evaluate our method on PASCAL VOC 2012 [12]
and MS COCO 2014 [23] datasets. PASCAL VOC
2012 [12] provides pixel-wise annotations for 20 object
classes and one background class, containing 1464, 1449
and 1456 images for training, validation and testing. Fol-
lowing [14], an augmented set with 10,582 images is used
for training. MS COCO 2014 [23] provides annotations
for 80 object classes and one background class, contain-
ing 82,081 images for training and 40,137 images for val-
idation. We train our network on each dataset using only
image-level labels. Following common practice [1, 13, 24,
40], we take the mean intersection-over-union (mIoU) cri-
terion to evaluate performance.

5.2. Implementation Details

The pre-trained ViT-B/16 [10] image encoder and the
transformer text encoder of CLIP [28] are adopted and their
weights are frozen. The hyper-parameters are set as fol-
lows: the number of context tokens N is 16, the threshold
tr is set to 0.3, and α is 0.6. The prompts are learned with
a batch size of 16 and 25 epochs on PASCAL VOC and 10
epochs on MS COCO. Other training settings, such as the
optimizer, learning rate, etc., are set following CoOp [47].

For the segmentation network trained in the second
stage, we utilize either ResNet101-based DeepLabV3+ [4]
pre-trained on ImageNet-1k or Swin-L [26]-based
Mask2Former [7] pre-trained on ImageNet-21k. When
using DeepLabV3+, we employ the multi-scale strategy
like other methods while adopting our SAM-based seed-
ing module as the post-processing refinement. When
Mask2Former is used, neither the multi-scale strategy
nor any post-processing refinement is applied. Additional
details and results on more backbone architectures can be
found in the supplementary materials.

Table 1. Comparison of the proposed method and its variants.
“Cls.” and “Seg.” represent the classficiation-specific prompts and
segmentation-specific prompts learned in our coarse-to-fine frame-
work. “Post-processing” denotes the step used to generate seeds
from the CAMs at the seed generation stage.

Models Prompt Context Post-Processing mIoU(%)Manual Cls. Seg. CRF SAMS
CLIP-ES ✓ ✓ 68.7

M0 ✓ ✓ 68.2
M1 ✓ ✓ 71.5
M2 ✓ ✓ ✓ 71.6
M3 ✓ ✓ ✓ 74.2

Table 2. The performance evaluation of different designs for our
segmentation-specific prompts. “CSC”denotes the class-specific
context strategy. “Append” refers to putting the foreground label
after the context tokens, while “Prepend” is putting the label be-
fore the contexts. “w/o bg.” denotes that context tokens are not
concatenated with background class labels.

Method mIoU(%)
Unified Context 72.6
CSC + Append + w/ bg. 73.3
CSC + Prepend + w/ bg. 73.6
CSC + Prepend + w/o bg. 74.2

5.3. Ablation Studies

To validate the effectiveness of our designs, we conduct
a series of experiments on the PASCAL VOC 2012 trainaug
set, unless stated otherwise.

Effectiveness of the coarse-to-fine framework. To in-
vestigate the effectiveness of our coarse-to-fine framework
that includes both classification and segmentation tasks, we
compare it to model variants that only involve a classifica-
tion task. The results are presented in Table 1. By com-
paring M0 to M2 or M1 to M3, we observe a significant
performance boost when incorporating the additional seg-
mentation task.

Effectiveness of the prompt learning. In our frame-
work, we learn two sets of task-specific prompts to adapt
CLIP to our two tasks. Table 1 demonstrates that, when only
the classification task is considered, the learning of prompts
does not improve or even slightly degrades the performance,
as seen in the comparison between CLIP-ES [24] and M0.
However, the learning of both classification-specific and
segmentation-specific prompts achieves a remarkable boost
in performance, as shown by M2.

We further investigate the effectiveness of our
segmentation-specific prompt design. Specifically, we
study the impact of the class-specific context (CSC)
strategy versus the unified context strategy, the use of the
prepending scheme (i.e. put a foreground label before the
context tokens) versus the appending scheme (i.e. put the
foreground label after the contexts), as well as the inclusion
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Table 3. The effects of refining the final segmentation results using
SAMS or CRF on PASCAL VOC 2012 val set.

Backbone Post-Processing mIoU(%)

DeepLab V3+
- 75.9
CRF 75.5
SAMS 77.3

Mask2Former
- 82.6
CRF 81.4
SAMS 82.2

Table 4. The performance evaluation of different ways to gener-
ate seeds from the CAMs derived by Softmax-GradCAM. “Base-
line” refers to generating seeds directly from the obtained CAMs.
“CAA” generate seeds from the CAMs refined by CAA and “Vot-
ing” is the method described in [6]. For our SAMS module, “More
whole” denotes setting a lower threshold for retrieving more whole
masks. “NMS Priority” is prioritizing whole masks during NMS
and “Filter” denotes the additional filtering step.

Method mIoU(%)
Baseline 60.7
+CAA 69.1
+Voting [6] 69.5
+CAA+Voting [6] 72.3

+SAMS

- 71.0
+ More whole 71.2
+ NMS Priority 71.5
+ More whole + NMS Priority 72.0
+ More whole + NMS Priority + Filter 73.5

+CAA+SAMS 74.2

or exclusion of manually defined background labels in the
background prompts. The comparison results are presented
in Table 2, validating that the prompt design we adopt in
our framework achieves the best performance.

Effectiveness of the SAM-based seeding module. The
SAM-based seeding module (SAMS) can be applied as a
post-processing step either at the seed generation stage to
generate seeds from the CAMs or at the final segmentation
stage to refine the segmentation results. In contrast, many
previous methods [24] utilize dense CRF [17] for post-
processing. To evaluate the effectiveness of our SAMS, we
compare it to CRF at both stages and present the results
in Table 1 and Table 3, respectively. Table 1 demonstrates
that SAMS significantly outperforms CRF when applied to
the seed generation stage. Additionally, Table 3 shows that
our SAMS brings a considerable improvement, while CRF
degrades the performance when applied to the final segmen-
tation stage using DeepLab V3+.

Within the SAMS module, three modifications are made
to the mask generation pipeline of SAM. We here in-
vestigate the effectiveness of each modification. More-
over, segmentation seeds can also be generated directly
from the CAMs derived from Softmax-GradCAM, or from
the CAMs refined by CAA, or from a SAM-based voting
scheme simply relied on overlap ratios as described in [6].

Table 5. The performance evaluation of using different classifica-
tion and segmentation losses. LBCE stands for the binary cross
entropy loss for classification. LCE represents the pixel-wise
cross entropy loss whose probabilities are obtained by inputting
CAM activation values into a sigmoid function.

LBCE LMCL LCE LCAL mIoU(%)
✓ 65.9

✓ 71.5
✓ ✓ 52.1
✓ ✓ 74.2

Table 6. Quality comparison of the CAMs and segmentation seeds
generated by different methods on the PASCAL VOC 2012 train
set. “Post.” refers to the post-processing techniques used to gener-
ate seeds from the obtained CAMs, including dense CRF (CRF),
training affinity networks (RW), using class-aware attention-based
affinity (CAA) and leveraging SAM.

Methods Post. CAM Seed
AdvCAMCVPR21 [19] RW+CRF 55.6 69.9
MCTformerCVPR22 [42] RW+CRF 61.7 69.1
CLIMSCVPR22 [40] RW+CRF 56.6 70.5
ViT-PCMECCV22 [31] CRF 67.7 71.4
AdvCAM+W-OoDCVPR22 [20] RW+CRF 59.1 72.1
CLIP-ESCVPR23 [24] CAA+CRF 58.6 75.0
Jiang et al.arXiv23 [15] SAM 47.1 61.9
WeakTrarXiv23 [49] CRF 66.2 68.7
Ours CAA+SAM 62.6 80.4

Table 4 presents the results obtained using all these differ-
ent methods and their combinations. We observe that the
best performance is achieved by using our proposed SAMS
module to generate seeds from the CAMs refined by CAA.

Effectiveness of the training loss. We propose a multi-
label contrastive loss and a CAM activation loss to learn the
task-specific prompts in our framework. Here, we compare
them with the binary cross entropy loss commonly used in
the classification task and the pixel-wise cross entropy loss
commonly used in the segmentation task. The results are
presented in Table 5, demonstrating that both the multi-label
contrastive and CAM activation loss outperform their coun-
terparts by a significant margin.

Visualization of segmentation seeds. To make a qual-
itative comparison, Figure 4 illustrates some segmentation
seeds generated by the models defined in Table 1. Com-
pared to CLIP-ES [24] and other model variants, our pro-
posed full model M3 generates seeds with more complete
regions and precise boundaries for foreground objects. This
demonstrates the superior performance of our approach in
seed generation for WSSS.

5.4. Comparison to State-of-the-Art

Quality of generated CAMs and segmentation seeds.
Table 6 compares the quality of the CAMs and segmenta-
tion seeds generated by our model and other methods. The
results show that our model produces segmentation seeds
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(a) Image (b) CLIP-ES (c) ℳ0 (e) ℳ2 (f) ℳ3 (g) Ground Truth(c) ℳ1

Figure 4. Illustration of segmentation seeds generated by different models.

Table 7. Performance comparison on PASCAL VOC 2012 val and
test sets. The type of supervision used for training is denoted in
the ”Sup.” column, including full supervision (F) and image-level
labels (I). The use of CLIP (C), Grounding DINO (D) [25], and
SAM (S) are also denoted. The †and ‡indicate backbone pre-
trained on COCO ground-truth [23] or ImageNet-21k [9]. Best
WSSS results are marked in bold.

Methods Backbone Sup. Val Test
DeepLab V3+CVPR18 [4] R101 F 79.5 79.4
Mask2FormerCVPR22 [7] Swin-L‡ F 86.0 86.1
CIANAAAI20 [13] R101 I 64.3 65.3
AdvCAMCVPR21 [19] R101 I 67.5 67.1
Kweon et al.ICCV21 [18] WR38 I 68.4 68.2
SIPECVPR22 [5] R101† I 68.8 69.7
ViT-PCMECCV22 [31] R101 I 70.3 70.9
CLIMSCVPR22 [40] R50† I + C 70.4 70.0
AdvCAM+W-OoDCVPR22 [20] WR38 I 70.7 70.1
MCTformerCVPR22 [42] WR38 I 71.9 71.6
ToCoCVPR23 [33] ViT-B‡ I 71.1 72.2
Xu et al.CVPR23 [43] WR38 I + C 72.2 72.2
OCR+MCTformerCVPR23 [8] WR38 I 72.7 72.0
BECOCVPR23 [30] MiT-B2 I 73.7 73.5
CLIP-ESCVPR23 [24] R101† I + C 73.8 73.9
Jiang et al.arXiv23 [15] R101† I + S 71.1 72.2
Sun et al.arXiv23 [36] R101† I + D + S 77.2 77.1
WeakTrarXiv23 [49] DeiT-S I 74.0 74.1
WeakTrarXiv23 [49] ViT-S‡ I 78.4 79.0
Ours R101 I + C + S 77.3 76.7
Ours Swin-L‡ I + C + S 82.6 81.6

better than all previous methods. The high-quality seeds
help to train a better segmentation network for WSSS.

Quality of final segmentation results. We further com-
pare the final segmentation results obtained by our method
with other state-of-the-art methods on both PASCAL VOC
and MS COCO datasets. The results are presented in Ta-
ble 7 and Table 8. When using the ResNet101 backbone on
PASCAL VOC, the proposed method performs comparably
to Sun et al. [36], which uses a COCO-pretrained backbone.
Moreover, both of them outperform other ResNet101-based
methods by a significant margin. When the transformer-

Table 8. Performance comparison on MS COCO 2014 val set.

Methods Backbone Sup. Val
DeepLab V3+CVPR18 [4] R101 F 60.4
Mask2FormerCVPR22 [7] Swin-L‡ F 66.7
Kweon et al.ICCV21 [18] WR38 I 36.4
AdvCAMCVPR21 [19] R101 I 44.4
SIPECVPR22 [5] R101 I 40.6
MCTformerCVPR22 [42] WR38 I 42.0
ViT-PCMECCV22 [31] R101 I 45.0
ToCoCVPR23 [33] ViT-B‡ I 42.3
OCR+MCTformerCVPR23 [8] WR38 I 42.5
BECOCVPR23 [30] R101 I 45.1
CLIP-ESCVPR23 [24] R101 I + C 45.4
Xu et al.CVPR23 [43] WR38 I + C 45.9
WeakTrarXiv23 [49] DeiT-S I 46.9
WeakTrarXiv23 [49] ViT-S‡ I 50.3
Sun et al.arXiv23 [36] R101 I + D + S 55.6
Ours R101 I + C + S 48.6
Ours Swin-L‡ I + C + S 55.4

based backbone is utilized, our methods outperform all
other methods. On MS COCO, our method also outper-
forms all the other methods except Sun et al. [36] that lever-
ages Grounding DINO [25] to generate bounding boxes
to prompt SAM. In contrast to CLIP [28] that is trained
with text-image pairs, Grounding DINO [25] uses fine-
grained phrase-object pairs for training, leading to richer
prior knowledge and better performance.

6. Conclusion
In this work, we have presented a coarse-to-fine frame-

work based on both CLIP and SAM to generate segmen-
tation seeds for WSSS. The proposed task-specific prompt
learning, together with the SAM-based seeding module and
the designed training losses, enable our approach to gen-
erate seeds at high quality. In the proposed framework,
the only parts that need to be learned are the two sets of
task-specific prompts, and therefore the learning is efficient.
Experimental results on PASCAL VOC and MS COCO
datasets have validated the effectiveness of our method.
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