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Abstract

Federated Learning (FL) is an emerging machine learn-
ing framework that enables multiple clients (coordinated
by a server) to collaboratively train a global model by ag-
gregating the locally trained models without sharing any
client’s training data. It has been observed in recent works
that learning in a federated manner may lead the aggre-
gated global model to converge to a ‘sharp minimum’
thereby adversely affecting the generalizability of this FL-
trained model. Therefore, in this work, we aim to improve
the generalization performance of models trained in a fed-
erated setup by introducing a ‘flatness’ constrained FL opti-
mization problem. This flatness constraint is imposed on the
top eigenvalue of the Hessian computed from the training
loss. As each client trains a model on its local data, we fur-
ther re-formulate this complex problem utilizing the client
loss functions and propose a new computationally efficient
regularization technique1, dubbed ‘MAN,’ which Minimizes
Activation’s Norm of each layer on client-side models. We
also theoretically show that minimizing the activation norm
reduces the top eigenvalue of the layer-wise Hessian of the
client’s loss, which in turn decreases the overall Hessian’s
top eigenvalue, ensuring convergence to a flat minimum. We
apply our proposed flatness-constrained optimization to the
existing FL techniques and obtain significant improvements,
thereby establishing new state-of-the-art.

1. Introduction
Federated Learning (FL), first introduced in [17], is a

distributed machine learning paradigm that involves mul-
tiple clients learning a shared model under the coordination
of a central server. In FL, a client cannot send the train-
ing data to the server due to privacy concerns and com-
munication overheads. Instead, clients share the parame-
ters of models trained on their local data with the server,

1https://github.com/vcl-iisc/fedMAN.git

which aggregates these models with the objective of achiev-
ing better generalization on the overall data distribution
across all clients. FL’s privacy-preserving nature has made
it increasingly popular in various domains, including smart-
phones [5,23], Internet of Things [19,32] and the healthcare
industry [21, 26, 30].

FedAvg introduced in [17] is a popular algorithm for fed-
erated training in which each client trains its local model
for multiple epochs before sharing it with the server. How-
ever, FedAvg often exhibits convergence issues [9], particu-
larly when dealing with non-iid data. Numerous approaches
have been proposed to overcome the limitations of FedAvg,
particularly when dealing with non-iid distributions such as
SCAFFOLD [9], FedDyn [1], and FedDC [4]. These meth-
ods aim to address the problem from an optimization per-
spective by seeking a better minimum for the global model
via minimization of the training objective.

In centralized learning literature [3, 10, 27, 31], a strong
connection has been observed between generalization at-
tained by the trained models and the sharpness of the loss
surface where the model parameters converge at the end of
training. Methods such as SAM [3] are proposed to attain
flat minima for better generalization. Recent studies on gen-
eralization under FL setup, such as FedSAM/ASAM [2,22],
have shown that federated training often converges to a
sharp minimum, which can negatively impact the general-
ization performance of the global model. This happens as
each client participating in FL has a limited amount of data,
and different clients can have different data distribution,
eventually leading to overfitting of the models and sharp
minimum. To solve this problem, methods such as Fed-
SAM use SAM [3] optimizer on the client models to avoid
the sharp minimum and get better generalized global mod-
els. However, there are still issues with these methods-they
require additional forward and backward passes as their up-
date rules are based on gradient ascent followed by gradi-
ent descent. Methods such as FedDC [4] seem to perform
better than SAM-based FL optimizers such as FedSAM.
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Also FedSAM cannot be easily integrated atop the exist-
ing state-of-the-art optimizers such as FedDC to further en-
hance their performance without impacting the convergence
guarantees. These methods also inherently assume that us-
ing SAM updates on the local models can provide a global
model with flat minima.

To overcome the aforementioned limitations and moti-
vated by the findings of centralized training, we present a
novel Federated Learning (FL) optimization approach that
integrates a flatness constraint as a regularizer on top of the
FL objective. The top eigenvalue and trace of the Hessian of
the loss are typical indicators of flatness [3, 10, 27, 31]. The
lower values of the top eigenvalue/trace are desired for bet-
ter performance. Ideally, our objective should be to achieve
convergence towards a flat minimum while maintaining a
low training loss. Thus, we directly aim to minimize the top
eigenvalue of the global model along with the training loss.
This facilitates convergence of the global model towards a
flat minimum while simultaneously minimizing the training
loss. By our choice of regularizer, we theoretically motivate
that global model flatness can be achieved by local (client)
model flatness, and develop a computationally efficient flat-
ness metric that can minimize the top eigenvalue and be eas-
ily optimized by any of the state-of-the-art FL optimizers.
As a result, our proposed approach can effectively improve
the generalization performance of the trained global model.
Our method also mitigates the need for multiple gradient
updates as required by SAM-based FL methods, as the flat-
ness constraints are integrated into the loss.

Further, we theoretically establish that the top eigenvalue
of the Hessian of the client’s loss function can be minimized
by Minimizing the Activation’s Norm (MAN) of each layer
in the client models (see Sec 3.2.3). Our empirical analy-
sis in Sec. 5.1 shows that our proposed flatness constraint
leads to a global model with lower top eigenvalue and the
trace of the Hessian of loss, compared to the case without
the constraint. Since our method achieves the flatness by
minimizing the activation norm. Our proposed regularizer
(MAN) can be elegantly combined with existing FL tech-
niques such as FedAVG [17], FedDC [4], FedDyn [1] and
also SAM-based FL methods such as FedSAM/ASAM [2],
FedSpeed [29] etc. and further improve each of their perfor-
mance to surpass the state-of-the-art on multiple datasets, as
well as across the data distributions. For example, we im-
prove the performance of FedDC by 3.2% on CIFAR-100,
and by 4.3% on Tiny-ImageNet. For a detailed comparison,
see Table 1. The key contributions of this work are:

• We propose a novel FL optimization problem that in-
corporates a flatness constraint as a regularizer to en-
hance generalization. Specifically, we minimize the
top eigenvalue of the Hessian of the global model’s
training loss.

• We present theoretical evidence that the top eigenvalue
of the layerwise Hessian of client’s loss can be mini-
mized by minimizing its layer-wise activation norm.
The computational complexity of our regularizer is
very low compared to the existing sharpness-aware FL
optimizers such as FedSAM/ASAM and FedSpeed.

• Unlike previous works that combine regularization
schemes with only the FedAvg algorithm, our ap-
proach can be easily integrated atop any state-of-the-
art methods, such as FedDC, FedDyn, FedSpeed, Fed-
SAM/ASAM to further enhance their performance.

• We evaluate the effectiveness of our method on
CIFAR-100 and Tiny-ImageNet datasets. Our
method achieves significant improvements in FL-
trained global model accuracy and communication
cost reduction compared to competing methods.

2. Related Work
FL was introduced in [17] which is a generalized version

of local SGD [28]. This allows to increase the local gradi-
ent updates on the clients before sharing with server, which
shows a significant reduction in communication costs in the
iid setting but not in the non-iid setting. Methods such as
MOON [15] and FedProx [16] introduce a regularizer to
maintain proximity to the global model while training with
the local objective. The key idea is to prevent client models
from drifting too far from the global model, thereby facili-
tating faster convergence or achieving the desired accuracy
with minimal communication rounds. In [18], a regular-
ization strategy is proposed that minimizes the Lipschiltz
constant, which involves high compute. SCAFFOLD [9]
introduced the gradient correction to minimize client drift.
Later FedDyn [1] improved upon this by introducing the dy-
namic regularization term. This was improved in FedDC [4]
by local drift correction. In [33], the data-sharing strategy
was proposed to improve the performance, which might vi-
olate the privacy in FL. Distillation strategies are proposed
in FedNTD [14], FedSSD [6] and FedCAD [7] to address
the problems associated with non-iid settings. However,
these methods are computationally intensive, and FedCAD
also requires access to external data. In [20], models were
compressed to reduce communication cost. One-shot meth-
ods, e.g., [34] were also proposed to reduce communication
cost but these incur heavy computation on client.

Recent works such as [2,22] showed that Federated train-
ing converges to a sharp minimum. To avoid it, these meth-
ods seek flat minimum for client models using SAM [3],
ASAM [12] and SWA [8] in the FL setting. Sharpness
Aware minimization (SAM) is an optimization technique
that improves the generalization of models by converging to
flat minima across various tasks [3, 24, 25]. Recently, Fed-
Speed [29] has been proposed, which can be viewed as a
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combination of SAM with FedDyn [1]. However, there ex-
ist several limitations of SAM-based FL methods. The lack
of theoretical results for the convergence of ASAM/SWA
in FL is one of them. Moreover, SAM-based FL methods
necessitate the tuning of multiple hyper-parameters. In our
framework, we address these limitations by introducing a
novel problem formulation that helps theoretically connect
the flat minimum of each client model to that of the global
model as a part of our optimization framework. We will
now explain our method in detail in the next section.

3. Method
We first describe the FL optimization problem involv-

ing multiple clients and a single server in Sec. 3.1. Next,
we describe our problem formulation incorporating flatness
constraints along with the minimization of overall training
loss (cross-entropy). Subsequently, we re-write the objec-
tive in terms of the each client’s training loss and top eigen-
value of the Hessian of the client’s loss in Sec. 3.2.1. We
offer theoretical insights in Sec. 3.2.2 and Sec. 3.2.3 to es-
tablish the relationship between activation norms and the
layer-wise Hessian eigenvalues, which explains the effec-
tiveness of our method. Based on our theoretical insights,
we minimize activation norm along with CE loss to attain
flatness in Sec. 3.2.4. In Sec. 5.1, we present empirical
evidence that validates our method by showing that it in-
deed minimizes the top eigenvalue/trace of the Hessian of
the global model’s training loss.

3.1. Problem Setup

In the FL optimization problem, we consider a scenario
in which a single server interacts with n clients or edge de-
vices. It is further assumed that each client k possesses
mk training samples drawn iid from the data distribution
Dk(x, y). The data distributions {Dk(x, y)}nk=1 across the
clients can be either iid or non-iid.

argmin
w

l(w) (1)

where
l(w) =

1

n

n∑
k=1

Lk(w) (2)

where Lk(w) is the client specific objective function and w
denotes model parameters. Lk(w) is defined as follows.

Lk(w) = E
x,y∈Dk

[lk(w; (x, y))] (3)

Here, lk is cross-entropy loss. The expectation is approxi-
mated by averaging over training samples drawn from data
distribution (Dk) of the client k. Optimizing Lk(w) directly
(i.e., FedAvg) leads to solutions in a sharp minimum. The
local models over-fit to client’s data distribution and do not

generalize well. To mitigate this, we introduce a novel reg-
ularizer that induces flatness to global model, which we elu-
cidate in the next section.

3.2. Proposed Method

Minimizing the objective function in Eq. 1 directly, may
lead to global model converging to the sharp minimum
which can affect the generalization performance [2, 22]. To
avoid this, we explicitly introduce the flatness constraints by
minimizing the top eigenvalue of the Hessian of the training
loss of the global model. Our approach is motivated by the
works of centralized setup, where it has been shown that
top eigenvalue of Hessian of loss is a typical indicator of
flatness [3, 10, 27, 31].

3.2.1 Problem Formulation with Flatness Constraint

We now formulate the problem of FL as a constrained op-
timization problem with the flatness constraint. We rewrite
the Eq. 1 with the constraint as below

argmin
w

l(w)

such that
λmax(H(l(w))) < τ (4)

where λmax(H(l(w))) denotes the top eigenvalue of the
Hessian of the loss l(w). 2 We now translate the constraint
in above problem using the penalized loss in Eq. 5, with
hyper-parameter ζ > 0 balancing the loss and flatness.

argmin
w

l̂(w) = l(w) + ζλmax(H(l(w))) (5)

Its hard to optimize the term λmax(H(l(w))) for two rea-
sons. Firstly, it needs access to loss functions of all the
clients which in FL is local to each client, hence not acces-
sible. Secondly, it needs to compute the eigenvalue of the
Hessian of the loss, which is computationally complex. To
address the first issue, we simplify optimization in Eq. 5 by
upper bounding the λmax(H(l(w))) as described below.

As Hessian is Jacobian of the gradient, we get

H(l(w)) =
1

n

∑
k

H(Lk(w)) (6)

We use the identity3 in the Eq. 6 to get 7

λmax(H(l(w))) ≤ 1

n

∑
k

λmax(H(Lk(w))) (7)

Using inequality 7 and Eq. 2 we upper bound the loss l̂(w)
in Eq 5 by the following.

l̃(w) =
1

n

∑
k

(Lk(w) + ζλmax(H(Lk(w)))) (8)

2H(l(w)) denotes the Hessian of the loss l(w).
3λmax(S1 + S2) ≤ λmax(S1) + λmax(S2) where S1 and S2 are

symmetric matrices.
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i.e., l̂(w) ≤ l̃(w). We now minimize the l̃(w) as below

argmin
w

l̃(w) =
1

n

∑
k

Lk(w) + ζλmax(H(Lk(w))) (9)

Minimizing upper bound l̃(w) will minimize the l̂(w),
which is our true goal. We therefore modified the prob-
lem in Eq. 1 by including the flatness constraints in Eq. 9.
Instead of just minimizing the Lk(w) each client now mini-
mizes the Lk(w)+ζλmax(H(Lk(w))). The ζ trades off be-
tween the flatness and the training loss. We now address the
second issue involving the top eigenvalue of Hessian which
is computationally complex by developing a low-cost met-
ric to minimize the λmax(H(Lk(w))).

3.2.2 Bounding the overall Hessian Eigenvalues with
the Layer-Wise Hessian Eigenvalues

According to the findings of [27], during the training pro-
cess the evolution of the top eigenvalue of the overall Hes-
sian is similar to the top eigenvalue of layer-wise Hessian.
By layer-wise Hessian, we mean the Hessian of loss is com-
puted with respect to parameters of each layer. We explain
the above behavior through the following result.

Theorem 1. If Hll ∈ Rdl denotes the layer l Hes-
sian and H ∈ Rd denotes the over all Hessian and∑L

l=1 dl = d, where L is the total number of lay-
ers. If the Hessian entries are bounded above we then
have the following result. λ(H) ∈ ∪L

l=1[λmin(Hll) −
O(max(dl, d− dl)), λmax(Hll) +O(max(dl, d− dl))]

The detailed proof is given in the Sec.2 of supplemen-
tary. The theorem says that all the eigenvalues of the overall
Hessian λ(H) can be upper bounded by the layerwise Hes-
sian’s top eigenvalue along with a constant dependent on di-
mensions. In light of the empirical observations in [27] and
above theoretical findings, we opt to minimize the layer-
wise Hessian’s top eigenvalue instead of minimizing the
overall Hessian’s top eigenvalue.

3.2.3 Bounding the Layer-Wise Hessian Eigenvalues
with the Activation Norms

Minimizing the layer-wise Hessian top eigenvalue is still a
challenging task. To address this issue, we further simplify
our method based on our results, which indicate that the top
eigenvalue of the layer-wise Hessian is upper-bounded by
the activation norm of the inputs to that layer. Therefore, by
minimizing the activation norm, we can minimize the top
eigenvalue of the layer-wise Hessian.

In our analysis, we consider the C class classification
problem. The training set S = {(xi,yi)}Ni=1 is considered,
where each xi ∈ RD or xi ∈ RC×H×W and yi ∈ {0, 1}C

is drawn iid from the distribution D. We then consider an L-
layer neural network, where the network outputs the logits
zi. The logits are obtained by a series of fully connected
(FC) / convolutional (CONV) layers, followed by a non-
linearity, represented concisely by Eq. 10 for a FC layer
with parameters ({Wl,bl}) and Eq. 11 for a CONV layer
with parameters ({Wl,bl}).

zil = FC(ail−1; {Wl,bl}) (10)

zil = CONV(ail−1; {Wl,bl}) (11)

ail = σ(zil) (12)

where σ(.) denotes non-linearity a0 = xi, the logits zi =
aiL. We denote the output of softmax on logits zi as

ŷ = exp(zi)/

C∑
m=1

exp(zi[m])) (13)

where ŷ ∈ [0, 1]C Finally, we use the cross-entropy loss

L(yi, ŷi) =

C∑
c=1

−yi[c]log(ŷi[c]). (14)

where xi, yi denotes the ith input sample and label re-
spectively. We use the notation Li for L(yi, ŷi). The
overall loss computed on Batch size of B is denoted by
L = 1

B

∑B
i=1 Li. Finally, we denote θ ∈ Rd as the collec-

tion of all the model parameters into a vector of dimension
d that denotes the total number of parameters in the net-
work. We explicitly denote Hessian of layer l as HWl

(L)
We now state the two of our results that relate the layer-wise
top eigenvalues to the activation norm of each layer. Con-
sider a FC layer as in Eq. 10 with ail−1 ∈ Rdl−1 and weights
Wl ∈ Rdl−1×dl . We then have the following result.

Theorem 2. If ∥θ∥2 ≤ B̃, then the top eigenvalue
of layer-wise Hessian for the loss L w.r.t to Wl de-
noted by λmax(HWl

(L)) for l = 2 to L, computed over
the batch of samples for a L layered fully connected
neural network for multi-class classification is given by
λmax(HWl

(L)) ≤ αl

∑
i∈B ∥ail−1∥

2

2
where αl > 0.

Where ∥.∥2 denotes the Euclidean norm. We now
present a similar result for the CONV layer with input fea-
ture map of dimension ail−1 ∈ RCl−1×Hl−1×Wl−1 , the out-
put feature map zil ∈ Rm×Hl×Wl and convolutional kernel
Wl ∈ Rm×Cl−1×K1×K2 , then the below Theorem holds.

Theorem 3. If ∥θ∥2 ≤ B̃, then the top eigenvalue of layer-
wise Hessians for the loss (w.r.t to Wl for l = 2 to L ) com-
puted over the Batch of samples for a L layered convolu-
tional neural network for multi-class classification is given
by λmax(HWl

(L)) ≤ αl

∑
i∈B ∥ail−1∥

2

F
where αi

l > 0.
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(a) FedAvg (b) MAN (c) FedAvg+MAN

Figure 1. We plot the loss surface of the global model trained on CIFAR-100 using FedAvg in 1a. In Fig 1b we show MAN regularizer.
We combine FedAvg with MAN (FedAvg+MAN) to obtain the flat loss surface in Fig 1c which has better generalization.

where ∥.∥F is the Frobenious norm4. The result of Theo-
rem 2 and Theorem 3 states that for a fully connected layer
or a convolutional layer the top eigenvalue of Hessian of
layer l can be minimized by minimizing the activation norm
of its input ail−1. Detailed proofs of Theorems 2 & 3 are
provided in the Sec.2 of the supplementary.

3.2.4 Minimizing the Activation Norm

Building on the insights from the aforementioned findings,
we address our objective by minimizing the layer-wise acti-
vation norms. This, in turn, minimizes the top eigenvalue of
the layer-wise Hessian, thereby achieving a reduction in the
top eigenvalue of the overall Hessian (i.e. increase flatness).
We now present our proposed method, which involves each
client k minimizing fk(w) as defined below (Eq. 15).

fk(w) ≜ Lk(w) + ζLact
k (w) (15)

ζ is the balancing parameter between the task-specific loss
and the regularization loss. We use Lact

k as the substitute for
λmax(H(Lk(w))) in the Eq. 9. Our proposed regularizer
Lact
k (w) computes the second moment of activation’s for a

layer (l) (denoted by al) after non-linearity and then further
sum across the L layers. The computation of the activation
norm and its impact is shown in Figure 1. Mathematically
we describe our regularization term as below

Lact
k (w) ≜

L∑
l=1

E[∥al∥2] (16)

E denotes the expectation operation approximated by aver-
aging over mini-batch. l denotes the layer index which can
be a convolutional layer or a fully connected layer. If l is
the CONV layer, ail ∈ RCl×Hl×Wl is activation map of ith

sample. we define E[∥al∥2] in Eq. 17.

E[∥al∥2] :=
1

BClHlWl

B−1∑
i=0

Cl−1∑
j1=0

Hl−1∑
j2=0

Wl−1∑
j3=0

(ail[j1, j2, j3])
2

(17)

4∥ai
l−1∥

2

F
:−

∑Cl−1−1

j1=0

∑Hl−1−1

j2=0

∑Wl−1−1

j3=0 (ai
l−1[j1, j2, j3])

2

In the above equation B is the batch size, Cl is the fea-
ture map, Hl and Wl denotes the height and width of the
activations at layer l. This can be compactly written as
E[∥al∥2] = 1

BHlWlCl

∑B−1
i=0 ∥ail∥

2

F . If l is the FC layer,
ail ∈ Rdl , E[∥al∥2] is defined below

E[∥al∥2] :=
1

Bdl

B−1∑
i=0

dl−1∑
j1=0

(ail[j1])
2 (18)

B is the batch size and and dl is feature dimension of
the FC layer. Eq. 18 can also be written as E[∥al∥2] =
1
B

∑B−1
i=0

1
dl
∥ail∥

2

2, where ∥.∥2 is the euclidean norm.

3.2.5 Convergence Analysis

We now analyze the convergence of MAN regularizer when
its used by the clients as in Eq. 15 and FedAvg is used
for aggregation i.e, FedAvg+MAN. Supppose the loss func-
tions fk(w) in Eq. 15 satisfies the below assumptions as
mentioned in [9].

A 1. The loss functions fk are Lipschiltz smooth, i.e.,
∥∇fk(x)−∇fk(y)∥ ≤ β∥x− y∥.

A 2. 1
n

∑
k∈[n] ∥∇fk(w)∥2 ≤ G2 + B2∥∇f(w)∥2,where

f(w) = 1
n

∑
k∈[n] fk(w).This is referred to bounded gra-

dient dissimilarity assumption,

A 3. let E∥fk(w, (x, y))− fk(w)∥ ≤ σ2, for all k and w.
Here fk(w, (x, y)) is loss evaluated on the sample (x, y)
and fk(w) is expectation across the samples. This is a
bounded variance assumption.

We then have the following proposition.

Proposition 1. Theorem V of [9] in Appendix D.2: let
w∗ = argmin

w
l̃(w), the global step-size be αg and

the local step-size be αl. FedAvg+MAN algorithm will
have contracting gradients. If Initial model is w0,
F = l̃(w0) − l̃(w∗) and for constant M , then in
R rounds, the model wR satisfies E[∥∇f(wR)∥2] ≤
O(βM

√
F√

RLS
+ β1/3(FG)2/3)

(R+1)2/3
+ βB2F

R ).
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The above proposition states that the FedAvg+MAN al-
gorithm requires O( 1

ϵ2 ) communication rounds to make
the average gradients of the global model smaller, i.e.,
E[∥∇l̃(wR)∥

2
] ≤ ϵ. Similar guarantees can be given when

we use other FL algorithms with the proposed MAN.

4. Experiments
We perform experiments under both the non-iid and iid

setups. For non-iid, we experiment on the label imbal-
ance, whose experimental setups are described below. We
adopted the experimental setup described in [1, 4], using
CIFAR-100 [11] and Tiny-ImageNet [13] datasets. The
model specifications are available in Sec. 3 of the suppl
material. Both iid and non-iid data partitioning were tested
in our experiments, with 100 clients participating and 10%
of them being selected at random for each communication
round. Each client was allocated the same number of sam-
ples, and the accuracy was measured at the end of 500 com-
munication rounds. Non-iid data was generated using the
Dirichlet distribution Dir(δ), following the approach in [1].
A label distribution vector was sampled for each client from
the Dirichlet distribution; the entries of the vector are non-
negative and summed to 1. The value of δ controls the de-
gree of non-iid data, with lower values resulting in higher
label imbalances. The effect of δ on client distribution is
presented in Sec.6 of supplementary. We also conducted
a sensitivity analysis of the hyper-parameter ζ on global
model accuracy, as described in Sec. 4 of supplementary.
The learning rate was set to 0.1 with a decay of 0.998 per
communication round, batch size of 50 and 5 epochs per
round. All these hyper-parameter settings are consistent
with the [1, 4]. We set the hyper-parameter ζ to 0.15 for
CIFAR-100 and 0.1 for Tiny-ImageNet, and more details
are in Sec.7 of supplementary. We have also performed ex-
periments on the CIFAR-10 dataset. The results are given
in Sec 5.2 of the suppl material.

5. Results and Discussion
In Table 1, we summarize our results. We

refer to FedAvg+MAN, FedDC+MAN, Fed-
Dyn+MAN, FedDC+MAN, FedSpeed+MAN and
FedSAM/ASAM+MAN when we use the algorithms
FedAvg, FedDC, FedDyn, FedSpeed, and FedSAM/ASAM
respectively, along with our flatness inducing regularizer
MAN ( see Sec.8 of supplementary for algorithm details).
From Table 1, we observe that on CIFAR-100, FedDC
attains an accuracy of 52.02% and it attains the 50%
accuracy is 294 rounds for δ = 0.3 whereas FedDC+MAN
attains the accuracy of 55.21% and it attained 50% ac-
curacy in just 144 rounds for the same δ = 0.3, thus
leading to an improved performance by 3.2% and saving
150 rounds of communication. Similarly we can see
that FedDC+MAN improves FedDC by 2.76%, 3.5% for

δ = 0.6 and iid data partitions, respectively. It also saves
the 175 and 133 rounds of communication on δ = 0.6 and
iid data partitions, respectively. For the Tiny-ImageNet
dataset, we improve the performance of FedDC by 4.2%,
4.5%, 5.1% for δ = 0.3, δ = 0.6 and iid data partitions
respectively. FedDC+MAN also saves 97,127 and 140
rounds of communication compared to FedDC δ = 0.3,
δ = 0.6 and iid data partitions respectively. Similar
improvements can be seen for FedDyn, FedSpeed, Fed-
SAM/ASAM as well. To get smoother estimates, we
follow the protocol of [1], where we take the average of
all the client models for reporting accuracy. In Figures 2
and 3, the performance of the algorithms FedAvg, FedDyn,
and FedDC, are compared with flatness-constrained ver-
sions FedAvg+MAN, FedDyn+MAN, and FedDC+MAN.
Clearly, our flatness-constrained version of algorithms
significantly performs better. Figures 2 and 3 are generated
for a single training seed. The accuracy vs communication
plots for FedSAM/ASAM, and FedSpeed with and without
MAN are given in the Sec. 5.1 of the supplementary.

5.1. Empirical Analysis of Hessian

In Fig 4 and Table 2, we perform the Hessian Analysis
of the proposed MAN regularizer on the CIFAR-100 and
compare it against the baseline algorithms. We observe em-
pirically that when our regularizer MAN is combined with
FedAvg, FedDyn and FedDC, it attains a flatter minimum,
which is quantified by reduction in top eigenvalue and the
trace of the Hessian. The top eigenvalue is a key indica-
tor of better generalization [10, 18, 31]. Due to space con-
straints, More results of Hessian analysis on the remaining
algorithms are presented in Sec 5.3 of supplementary. To
better understand the reduction of the trace, we have plotted
the top 200 eigenvalues for FedAvg, FedAvg+MAN, Fed-
SAM and FedSAM+MAN. We can see that MAN regular-
izer not just reduces the top eigenvalue but also reduces the
other eigenvalues as well. This is the reason for reduction
of the trace. It is important to emphasize that the trace can
be lower when negative eigenvalues also contribute signifi-
cantly. Since we are evaluating the trace at the convergence,
we observe that the contribution of negative eigenvalues is
negligible, and the trace is dominated by positive eigenval-
ues. The eigen spectral density Fig 4b confirms this obser-
vation. We can also observe that FedAvg+MAN has lower
trace compared to FedAvg+MAN from the table 2. This can
be observed from Fig 4a, where after the first 50 eigen val-
ues FedAvg+MAN has lower eigenvalues consistently. This
suggests that MAN regularizer reduces many eigenvalues
which is a cause for it’s better generalization.

.

6. Analyzing Computational Cost

We now analyze the total computation cost incorporat-
ing the proposed regularizer. We analyze the total number
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Table 1. Accuracy and communication round comparisons are presented as follows: Accuracy is given in the format of mean ± standard
deviation, accompanied by the number of communication rounds. These rounds are required to achieve 50% accuracy for CIFAR-100 and
28% accuracy for Tiny-ImageNet. The experiments are repeated for three initializations, and the mean and standard deviation of accuracy
are reported. The performance of different algorithms is shown on CIFAR-100 & Tiny-ImageNet with and without the MAN regularizer.
Accuracy values are reported after 500 communication rounds. On CIFAR-100 FedDC attains accuracy of 52.03% while FedDC+MAN
achieves 55.21% accuracy. FedDC reaches 50% accuracy in 294 rounds, whereas FedDC+MAN in just 144 rounds. The utilization of the
proposed MAN regularizer clearly enhances the performance and reduces communication rounds for all algorithms.

Algorithm
CIFAR-100 Tiny-ImageNet

non-iid iid non-iid iid
δ = 0.3 δ = 0.6 δ = 0.3 δ = 0.6

FedAvg 40.90 ±0.62 (500+) 40.39 ±0.59 (500+) 39.40 ±0.84 (500+) 25.35 ±1.16 (500+) 24.41 ±0.41 (500+) 23.75 ±0.99 (500+)
FedAvg+MAN (Ours) 52.00 ±0.36 (206) 52.42 ±0.23 (210) 52.59 ±0.25 (224) 28.09 ±0.26 (437) 28.90 ±0.21 (194) 29.11 ±0.12 (182)

FedSAM 43.44 ±0.11 (500+) 43.36 ±0.24 (500+) 41.31 ±0.27 (500+) 26.23 ±0.68 (500+) 26.04 ±0.20 (500+) 23.97 ±0.83 (500+)
FedSAM+MAN (Ours) 51.59 ±0.48 (326) 52.62 ±0.40 (281) 52.85 ±0.13 (301) 32.16 ±0.20 (104) 32.60 ±0.92 (87) 31.40 ±0.30 (82)

FedASAM 46.00 ±0.10 (500+) 45.48 ±0.08 (500+) 44.18 ±0.61 (500+) 27.50 ±0.09 (500+) 27.05 ±0.16 (500+) 23.96 ±0.43 (500+)
FedASAM+MAN (Ours) 51.23 ±0.20 (313) 51.89 ±0.09 (351) 52.41 ±0.43 (296) 32.50 ±0.05 (140) 32.41 ±0.32 (136) 31.70 ±0.81 (93)

FedDyn 49.29 ±0.30 (500+) 49.91 ±0.41 (486) 50.04 ±0.22 (500+) 29.23 ±0.06 (295) 28.99 ±0.55 (308) 29.41 ±1.33 (350)
FedDyn+MAN (Ours) 55.27 ±0.12 (145) 55.63 ±0.37 (143) 55.83 ±0.56 (157) 32.00 ±0.57 (132) 32.44 ±0.27 (110) 32.31 ±0.38 (108)

FedDC 52.02 ±0.79 (294) 52.64 ±0.24 (304) 53.25 ±0.86 (289) 31.44 ±0.43 (170) 31.42 ±0.36 (193) 31.21 ±0.43 (201)
FedDC + MAN (Ours) 55.21 ±0.32 (144) 55.40 ±0.30 (129) 56.77 ±0.31 (156) 35.70 ±0.21 (73) 36.07 ±0.23 (66) 36.53 ±0.03 (61)

FedSpeed 50.95 ±0.02 (392) 51.33 ±0.17 (390) 50.95 ±0.51 (439) 31.12 ±0.61 (211) 31.10 ±0.27 (228) 29.65 ±0.11 (363)
FedSpeed + MAN (Ours) 55.23 ±0.15 (163) 55.84 ±0.11 (153) 55.89 ±0.41 (163) 34.32 ±0.63 (108) 35.49 ±0.07 (78) 33.02 ±0.55 (98)
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Figure 2. Convergence Comparison on CIFAR-100: We compare performance of the algorithms FedAvg, FedDyn, FedDC and the pro-
posed FedAvg+MAN, FedDyn+MAN and FedDC+MAN for 500 communication rounds. It can be clearly seen that proposed approach
significantly improves the existing algorithms across the communication rounds.

of multiplications in a forward pass at a specific layer to
measure the computation. Let Nb, Ci, Hi, Wi denote the
batch size, input channels, height, and width of the activa-
tion map, which is fed to a convolutional layer. We assume
the kernel size to be Ci × K × K and a number of such
filters to be Co. Thus the output is represented by Nb, Co,
Ho, Wo. Note that batch size Nb remains the same. To com-
pute the single entry in the output activation map, we need
CiK

2 multiplications. For the entire spatial dimension,
we need HoWoCiK

2, and for all the output channels Co,
we need CoHoWoCiK

2 and for the batch of Nb we have
NbCoHoWoCiK

2 operations. Similarly, let di be the input
features and do be the output feature dimension for a fully
connected layer in the network. We need a total of Nbdido
operations for fully connected layers. This is summarized

in Table 3. The total cost for the convolutional (CONV)
layer denoted by TCconv with our regularizer is, TCconv =
NbCoHoWo(1 + CiK

2). Typicaly the CiK
2 >> 1, this

would mean that TCconv ≈ NbCoHoWoCiK
2, which is

same as the cost without regularizer from Table 3. The to-
tal cost for fully-connected (FC) layer including our reg-
ularizer is denoted by TCfc is (TCfc = Nbdo(1 + di)).
Since di >> 1 we approximate the total cost for FC layer
as TCfc ≈ Nbdodi. This shows that our regularizer incurs
negligible cost compared to forward operations without a
regularizer for both the convolutional and fully connected
layers. Similar analysis can be done for backward pass op-
erations. Our regularizer incurs half the computation re-
quired by SAM-based methods, as the SAM based methods
require gradient ascent followed by gradient descent.
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Figure 3. Convergence Comparison on Tiny-ImageNet: We compare the performance of the algorithms FedAvg, FedDyn, FedDC and
the proposed FedAvg+MAN, FedDyn+MAN, and FedDC+MAN for 500 communication rounds. It can be clearly seen that the proposed
approach significantly improves the existing algorithms.
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Figure 4. Figure 4a shows the comparison of top 200 eigenvalues
of FedAvg/FedAvg+MAN and FedSAM/FedSAM+MAN. It can
be seen MAN regularizer reduces the top eigenvalues. This ex-
plains the reduction of the trace observed. From the Figure 4b we
see negative eigenvalues contributes little to the trace.

7. Conclusion
In this paper, we introduce a novel problem formulation

in the context of federated learning that includes flatness
constraints. By doing so, we demonstrate that by having the
client models converge to a flat minimum, the global model
also converges to a flat minimum. Additionally, we have
simplified the problem at the client level by minimizing ac-
tivation norms, and we have shown theoretically that this
approach can minimize the layer-wise top eigenvalues of
the Hessian of the client’s loss, which, in turn, leads to min-
imizing the top eigenvalue of the overall Hessian of the loss.
Our proposed methodology can be seamlessly integrated

Table 2. Comparison of top eigenvalues and trace of the algo-
rithms with and without MAN regularizer, lower values are bet-
ter. We can observe that by augmenting MAN regularization i.e.
FedAvg+MAN, FedSAM+MAN, etc., we obtain lower trace and
lower top eigenvalues, which is indicative of flat minimum, and
hence it attains better accuracy.

CIFAR-100
δ = 0.3 δ = 0.6

Method Top
eigenvalue Trace

Top
eigenvalue Trace

FedAvg 51.49 8744 53.39 9056
FedAvg+MAN 43.80 4397 42.00 4747
FedSAM 32.46 4909 35.32 5160
FedSAM+MAN 29.29 2709 30.05 2918
FedDyn 51.03 6400 47.03 6717
FedDyn+MAN 44.84 3964 38.44 3966
FedDC 35.13 3578 35.13 3578
FedDC+MAN 32.99 2974 32.99 2974

Table 3. computations without the regularizer and only regularizer.

Forward Computation CONV Layer FC Layer
Without Regularizer NbCoHoWoCiK

2 Nbdido
Only Regularizer NbHoWoCo Nbdo

atop existing FL algorithms. In particular, we have inte-
grated our flatness constraint objective on top of popular FL
methods such as FedAvg, FedDyn, FedDC and SAM-based
methods such as FedSAM/ASAM and FedSpeed. We have
shown that this can significantly improve the performance
of these baselines. Furthermore, we have demonstrated
that our method incurs negligible computation cost after in-
corporating our regularizer. Our work presents a promis-
ing new approach for incorporating flatness constraints as a
computationally efficient regularizer into FL algorithms that
can lead to better generalization performance. Our work can
serve as a beginning for the development of computation-
ally efficient algorithms for inducing flatness constraints.5

5Acknowledgement: M. Yashwanth and Harsh Rangwani are supported
by Prime Minister’s Research Fellowship (PMRF). We are thankful for the
support.
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