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Abstract

As a type of distribution shift, label shift occurs when the source and target domains have different label distributions \( P(Y) \) but identical conditional distributions of data given labels \( P(X|Y) \). Under a Bayesian framework, we propose a novel Maximum A Posteriori (MAP) model and a novel posterior sampling model for the label shift problem. We prove the MAP objective admits a unique optimum and derive an EM algorithm that converges to the global optimum. We propose a novel Adaptive Prior Learning (APL) model to adaptively select prior parameters given data. We use the Markov Chain Monte Carlo (MCMC) method in our posterior sampling model to estimate and correct for label shift. Our methods can effectively resolve class imbalance problems on large-scale datasets without fine-tuning the classifier. Experiments show that our model outperforms existing methods on a variety of label shift settings. Our code is available at https://github.com/ChangkunYe/MAPLS/.

1. Introduction

In supervised learning tasks, the performance of a Neural Network classifier can decrease considerably under distribution shift between source and target domain [20]. As a type of distribution shift, label shift occurs when label distributions \( P(Y = \cdot) \) are different in the source and target domain while the data distribution conditioned on the label \( P(X = x|Y = \cdot) \) is preserved [22].

Under label shift, an optimal classifier on the source domain may no longer be optimal on the target domain [10]. Class imbalance problems can be modelled as label shift problems [36]. One extreme case is Long-Tailed classification, where \( P(X = x|Y = \cdot) \) is preserved while the train set has a Long-Tailed label distribution and the test set has an unknown label distribution. The classifier trained on the source domain has to be adjusted for optimal performance on the target domain [6,28,36]. Label shift studies the general case of arbitrary source and target label distributions, including the Long-Tailed classification case.

Three important problems arise due to label shift: detection — detect if label shift has occurred, estimation — estimate the target label distribution and correction — align the classifier to the target domain [10]. Here, we focus on estimation of the target domain label distribution. Estimation is usually based on labelled data from the source domain, a blackbox classifier and unlabelled target domain data [22].

Despite the good performance of existing label shift estimation approaches [2,22,32], two shortcomings hinder their application to real world problems. (1) Existing models are usually tested using source domains with uniform label distribution [1], the more realistic settings of long-tailed distributions [24] are rarely analyzed. (2) Effectiveness of existing models on large-scale datasets with many classes is rarely studied. Most evaluate on small scale datasets like CIFAR10 or MNIST [22, 34].

Figure 1. The label shift estimation problem (left) and our proposed Bayesian approach (right). We construct the analytical Bayesian posterior of target label distribution given data and prior. Then based on our proposed APL model that adaptively learns prior parameters given data, we derive a MAPLS algorithm to obtain a MAP estimate of \( \pi \) and propose a posterior sampling model that uses MCMC to obtain samples from the posterior.
In this work, we observe that existing label shift estimation models may not perform well on large-scale datasets with large numbers of classes or highly imbalanced label distributions. To tackle this problem, we propose a novel label shift estimation model under a Bayesian framework. We construct the Bayesian posterior of the target label distribution parameters given data and a prior. We derive a novel EM algorithm to obtain an MAP estimate of the target label distribution. We further propose: a novel Adaptive Prior Learning (APL) model that adaptively chooses the prior parameters given data; and a posterior sampling model that uses MCMC to draw i.i.d samples from the posterior. To the best of our knowledge, Bayesian analysis has never been used in previous label shift estimation works.

We conduct extensive experiments on train and test set pairs with different label distributions. In contrast to previous methods that mainly focus on MNIST and CIFAR10, we evaluate our model on the CIFAR100, ImageNet, Places datasets and Long-Tailed versions of each dataset. For target label distributions, as well as evaluating under previous label shift estimation settings [22] with Dirichlet shift, we also introduce Long-Tailed benchmark test set shifts proposed in Long-Tailed classification [16]. Experimental results show that our model consistently outperforms existing models, particularly, obtaining better accuracy when the train set is highly imbalanced. These results demonstrate the applicability of our model to real world label shift tasks.

The contributions of our paper are as follows:
1. We propose a novel label shift model under a Bayesian framework to estimate and correct label shift without retraining the classifier. We construct the posterior of the target label distribution given data and a prior.
2. We derive a novel EM algorithm that computes the maxima of the posterior (MAP estimate) by minimising a strictly convex objective. We propose a novel Adaptive Prior Learning (APL) model to determine the parameters of the prior adaptively given data.
3. We propose a novel posterior sampling model to estimate and correct label shift based on i.i.d samples drawn from the posterior via MCMC.
4. Experiments show that our model consistently outperforms previous label shift estimation models in a variety of label shift settings on CIFAR100, ImageNet, Places and the Long-Tailed version of each dataset.

2. Related Works

2.1. Label Shift

Label Shift Estimation The problem of estimating target label distributions based on source domain data and unlabelled target domain samples is called label shift estimation [10]. Earlier works [8,33,42] require explicit modelling of the conditional probability \( P(X = x|Y = y) \), which is not feasible for high-dimensional data like images. Guo et al. [11] propose to construct a marginal distribution of data \( P(X = x) \), the target label distribution is estimated by matching the constructed distribution with a ground truth target domain distribution estimated by the unlabelled data.

In 2002, for high dimensional datasets, Saerens et al. [32] proposed an EM algorithm to obtain Maximum Likelihood Estimates (MLE) of the target label distribution, referred as Maximum Likelihood Label Shift (MLLS) [10]. Although MLLS is an old method, recently, Alexandari et al. [1] and Garg et al. [10] have shown its effectiveness over BBSE related methods on CIFAR10 and MNIST datasets.

More recently, Lipton et al. [22] proposed BlackBox Shift Estimation (BBSE) to first model the correlation between predicted labels from a blackbox classifier and the ground truth labels. The target label distribution is then predicted with the correlation and the unlabelled target samples. Based on BBSE, Tachet et al. [34] add non-negative constraints to the optimization objective of BBSE. Similarly, Azizzadeneshel et al. [2] developed Regularized Learning under Label Shift (RLLS) as a constrained BBSE model. Wu et al. [40] extend BBSE to a continuous learning setting with a target label distribution evolving with time.

Existing label shift estimation models focus more on the theoretical perspective of the problem rather than real world applications. Moreover, none of these works utilize Bayesian analysis in their models.

Label Shift Correction If the target domain label distribution is given, label shift correction models help align the existing classifier to the target domain. The approach can be performed either online during training or offline without retraining. Saerens et al. [32] propose an offline label shift correction (LSC) method to adjust the decision boundary of the classifier and correct for label shift avoiding the need for retraining. On the other hand, BBSE [22] and related methods also adopt an importance-weighted Empirical Risk Minimization (ERM) approach to retrain a new classifier for the target domain.

2.2. Class-Imbalance Problem

Class imbalance can lead to a decrease in classification performance if the source domain has an imbalanced label distribution [5,39]. Recent works on class-imbalance usually aim to correct label shift for a Neural Network classifier with an imbalanced source label distribution and uniform target label distribution.

Re-Weighting and Re-Sampling Earlier works [12,13,17] re-weight the training loss or up-sample rare classes to create a class-balanced train set. The re-weighting approach is similar to importance-weighted ERM proposed by BBSE [22]. However, these methods have been shown to overfit rare classes [9] on highly imbalanced train sets.

Offline Correction Recently, several works introduce
LSC to correct the classifier for the target domain. For example, Tian et al. [36] proposed to combine the original classifier and an LSC corrected classifier for classimbalance. LADE [16] proposed to learn a better classifier and the correct classifier for a uniform test set with LSC.

Other Advanced Models Other recent works on the class-imbalance problem propose more complicated mechanisms to obtain better performance. However, these models usually have less flexibility to adjust for different target label distributions. For example, LDAM [6] proposes a loss that aims to minimize the generalization error bound on a uniform test set. OT [28] proposes an optimal transport algorithm to optimize a classifier for a uniform test set. These models require retraining or algorithmic adjustment for a different target label distribution.

3. Preliminaries

3.1. Problem Setup

We use similar notation to [10]. We denote the input image space as $\mathcal{X} \subseteq \mathbb{R}^{H \times W \times C}$ where $H, W, C$ are the height, width and channels of the image, and the corresponding label space as $\mathcal{Y} = \{1, 2, \ldots, K\}$, where $K$ is the number of classes. The random variable of image and label pairs on source and target domains are denoted as $(X_s, Y_s) \sim P_s$ and $(X_t, Y_t) \sim P_t$ respectively.

Under the label shift setting, it is assumed that the source and target domain have a different label distribution, with labelled data. With unlabelled target domain data $\mathcal{X}$, LSC estimates the target label distribution $P(Y_t = i) = \pi_i$ using the EM algorithm. We provide more discussions on basics and advantages of EM algorithm in Appendix A.

In the algorithm, the parameter $\pi$ is first initialized as $\pi^{(0)}$. The EM algorithm then proceeds by repeatedly applying two alternating steps, the E-Step and the M-Step. E-Step: the model evaluates the conditional probability $g(x_i; \pi^{(t)}) = \mathbb{P}(Y_t = j|X_t = x_i, \pi^{(t)})$ under label shift with:

$$g(x_i; \pi^{(t)}) = \frac{\pi^{(t)}_j c_j f(x_i)_j}{\sum_{l=1}^{K} \pi^{(t)}_l f(x_i)_l}.$$  

Equality has been proved by Saeren et al. [32] under label shift along with the assumptions of MLLS.

M-Step: $\pi^{(t+1)}$ for next iteration can be obtained via:

$$\pi^{(t+1)}_j = \frac{1}{N} \sum_{i=1}^{N} g(x_i; \pi^{(t)})_j.$$  

Given $\pi^{(0)}$, the iterative procedure of the EM algorithm is repeated until numerical convergence to obtain the MLE of the target label distribution $\mathbb{P}(Y_t = i) = \pi_i$.

3.2. MLLS Label Shift Estimation

Saeren et al. [32] derive MLLS by assuming the classifier reflects the true conditional probability $f(x)_j = \mathbb{P}(Y_s = j|X_s = x), j = 1, 2, \ldots K$. The source domain label distribution $\mathbb{P}(Y_t = i) = \pi$ can be estimated using labelled data. With unlabelled target domain data $\mathcal{X}$, MLLS estimates the target label distribution $\mathbb{P}(Y_t = i) = \pi_i$ by maximizing the log likelihood (2):

$$\log L(\pi; \mathcal{X}) := \log \left( \prod_{i=1}^{N} \mathbb{P}(X_t = x_i|\pi) \right)$$

3.3. Offline Label Shift Correction

For classifier, $f$, trained on the source domain $P_s$, Saerens et al. [32] proposed to construct a new target domain classifier $g: \mathcal{X} \rightarrow \Delta^{K-1}$ to correct for label shift:

$$g(x) = \frac{\pi_j c_j f(x)_j}{\sum_{l=1}^{K} \pi_l c_l f(x)_l}.$$  

where $c_j, \pi_j, j = 1, 2, \ldots, K$ are parameters of source and target label distributions respectively.

The advantage of this model is that adjustment does not require retraining of $f$ see [29, 34, 36] for more theoretical discussions.
4. Proposed Method

In this work, we propose a novel Bayesian approach for the label shift estimation problem. By employing a prior distribution over target label distribution \( P(Y_t = \cdot) = \pi \), we obtain the posterior of \( \pi \) given available data \( \mathcal{X} \). Based on the posterior, we derive an EM algorithm to obtain the Maximum A Posteriori (MAP) estimate of \( \pi \). To utilize the information of the entire posterior, we also propose to use Hamiltonian Monte-Carlo (HMC) method to obtain i.i.d samples from the posterior.

The categorical distribution \( Y_t \sim \text{Cat}(K, \pi) \) requires that the prior distribution over \( \pi \) is supported on \( \Delta^{K-1} \). \( K \)-dimensional Dirichlet distributions satisfy this constraint, and are often used as a prior over parameters of categorical distributions [19,37]. Therefore, we employ a Dirichlet prior over the parameters \( \pi \sim \text{Dir}(K, \alpha) \) of the target label distribution \( \text{Cat}(K, \pi) \), where \( \alpha \in \mathbb{R}^K \). With the Dirichlet prior as \( P(\pi | \alpha) \) and unlabelled target samples \( \mathcal{X} \), we can write the posterior of \( \pi \) given \( \mathcal{X} \) and \( \alpha \) as:

\[
P(\pi | \mathcal{X}, \alpha) = \frac{1}{Z} P(\pi | \alpha) \prod_{i=1}^{N} P(x_i \mid \pi),
\]

where \( Z = \int P(\mathcal{X} | \pi') P(\pi' | \alpha) d\pi' \) is a constant w.r.t \( \pi \).

The marginal distribution \( P(X_t = x | \pi) \) can be rewritten as a combination of known expressions. Given the source domain labelled data, we can estimate the source domain label distribution \( P(Y_s = j) = c_j \in Y_s \sim \text{Cat}(K, c) \), which is also a categorical distribution. \( P(Y_s = j | X_s = x_i) \) on the source domain can be modelled by the blackbox classifier \( f \), and the target label distribution is \( P(Y_t = j | \pi) = \pi_j \).

Formally we are given:

\[
P(Y_s = j) = c_j > 0 \\
P(Y_s = j | X_s = x) = f(x)_j \\
P(Y_t = j | \pi) = \pi_j,
\]

where \( c_i > 0, i = 1, 2...K \) because each class has non-zero sample frequency on the source domain.

In (7), we assume the classifier \( f \) is well-specified to model \( P(Y_s = j | X_s = x) \). We further discuss in Section 4.2 when this may not be the case in practice. With (7) available, utilizing Bayes rule, we can rewrite the posterior (6) as:

\[
P(\pi | \mathcal{X}, \alpha) = \frac{1}{Z} P(\pi | \alpha) \prod_{i=1}^{N} \sum_{j=1}^{K} P(X_t = x_i) \frac{\pi_j}{c_j} f(x_i)_j.
\]

Note that \( P(X_t = x_i) \) and \( Z \) are constants w.r.t \( \pi \) and \( P(\pi | \alpha) \) is the Dirichlet prior. Therefore the analytical expression for the un-normalized posterior \( P(\pi | \mathcal{X}, \alpha) \) can be obtained from (8).

4.1. MAP estimate

We first derive an EM algorithm to obtain MAP estimate of \( \pi \). By definition, any MAP estimate \( \pi^* \) minimizes the negative log posterior:

\[
\pi^* \in \arg \min_{\pi \in \Delta^{K-1}} -\log P(\pi | \mathcal{X}, \alpha)
\]

We prove that the optimization problem (9) is strictly convex in \( \pi \) and propose a novel EM algorithm to find \( \pi^* \). We name our proposed algorithm: Maximum a Posteriori Label Shift (MAPLS).

**Proposition 1** Under label shift defined in (1), suppose (7) holds for \( \forall (x, i) \in \mathcal{X} \times \mathcal{Y} \). Let \( \pi \sim \text{Dir}(K, \alpha) \) with \( \alpha \in \mathbb{R}^K \). Then in (9), the objective is strictly convex in \( \pi \). \( \pi^* \) is unique and EM Algorithm 1 converges to \( \pi^* \).

**Algorithm 1 MAPLS**

**Input:** Target domain \( \{x_i | i = 1, 2...N, \{x_i, \cdot\} \sim P_1 \} \), source domain \( P(Y_s = j) = c_j \), classifier \( f(x) \) and Dirichlet prior \( P(\pi | \alpha) \).

**Initialize:** \( \pi^{(0)} \in \Delta^{K-1} \).

for \( t = 0 \) to \( T \) do

**E-step** Evaluate \( g(x_i; \pi^{(t)})_j \):

\[
g(x_i; \pi^{(t)})_j = \frac{\pi^{(t)}_j f(x_i)_j}{\sum_{i=1}^{K} \pi^{(t)}_i f(x_i)_i}.
\]

**M-step** Obtain \( \pi^{(t+1)} \) with:

\[
\pi^{(t+1)}_j = \frac{\sum_{i=1}^{N} g(x_i; \pi^{(t)})_j + \alpha_j - 1}{N + \sum_{i=1}^{K} (\alpha_i - 1)}.
\]

end for

**Output:** \( P(Y_t = \cdot) = \pi^{(T+1)} \)

The detailed proof can be found in Appendix B.1, B.2. Algorithm 1 can be seen as a generalization of MLLS. In the M-Step, we can rewrite (11) as:

\[
\pi^{(t+1)}_j = \lambda \frac{\sum_{i=1}^{N} g(x_i; \pi^{(t)})_j}{N} + (1 - \lambda) \frac{\alpha_j - 1}{\sum_{i=1}^{K} (\alpha_i - 1)}
\]

where \( \lambda \in (0, 1) \) is the data contribution and \( (1 - \lambda) \) is the prior contribution.

As \( \lambda \rightarrow 1^- \), the algorithm degenerates to MLLS. As \( \lambda \rightarrow 0^- \), the MAP estimate will converge to the Dirichlet prior \( \text{Dir}(K, \alpha) \). In this manner, \( \lambda \) can be seen as our confidence in our label distribution estimation.
The choice of $\alpha$ and corresponding $\lambda$ affect the MAP estimate $\pi^\star$. In practice, it is important to determine an appropriate $\alpha$ and $\lambda$ to give a good MAP estimate $\pi^\star$ for the target label distribution $P(Y_t = \cdot)$.

After obtaining $\pi^\star$, we can use (5) to correct the source domain classifier $f$ to the target domain under label shift.

**Symmetric Dirichlet Prior:** The Dirichlet prior possesses $K$ parameters in $\alpha = [\alpha_1, \ldots, \alpha_K] \in \mathbb{R}^K_{>0}$. When no information about the target domain label distribution is available, we may set $\alpha_j = \alpha_0$. This has the advantage of reducing the number of parameters to be chosen, at the cost of limiting expressivity.

- The Dirichlet prior satisfies $\pi \sim Dir(K, \alpha_0 \mathbf{1})$.

Then the M-Step of the MAPLS algorithm in the form of (12) can be further simplified as:

$$\pi_j^{(t+1)} = \lambda \frac{\sum_{i=1}^{N} g(x_i; \pi^{(t)})}{N} + (1 - \lambda) \frac{1}{K}$$

where $\lambda = N/(N + K(\alpha_0 - 1))$ also has a simpler form.

The MAPLS algorithm with $\lambda \rightarrow 0^+$ will converge to a uniform categorical distribution with $\pi = 1/K$ in $Y_t \sim \text{Cat}(K, \pi)$. Note that now $\alpha = \alpha_0 \mathbf{1}$ is fully determined by $\lambda$, and we can determine parameter $\alpha_0$ in the prior by selecting a value for $\lambda$. In this case, $1 - \lambda$ represents the strength of regularization in the MAP estimation procedure.

### 4.2. Adaptive Prior Learning Model

In our MAPLS algorithm 1, the prior parameter $\alpha$ should be determined before the estimation of $\pi$. In this work, based on the analysis of the possible estimation error, we propose a novel Adaptive Prior Learning (APL) model to adaptively learn $\alpha$ given available data. Our model is inspired by the empirical Bayesian [7, 30] approach.

**Estimation Error Analysis:** Intuitively, two factors can induce estimation error in our posterior. Firstly, we use a classifier $f(x)$ to model ground truth $P(Y_s = \cdot | X_s = x)$ in (7), when the classifier fails to represent the ground truth, the model is subject to misspecification error. Secondly, even if (7) is satisfied, our MAPLS model will have an associated sampling error due to using a finite number of samples, like other models [10].

**Adaptive Prior Learning:** In our APL model, we propose to use a heuristic to loosely evaluate the magnitude of model misspecification error. The sampling error of the label shift estimation model can be magnified with large label shift between the target and source domains (e.g. Fig. 2). Therefore, our APL model also includes a heuristic to mitigate sampling error.

Practically, we first run MAPLS with $\lambda = 1$ to obtain an initial MLE of the target label distribution $\pi^{MLE}$. Then our APL model quantifies the two estimation errors based on the three KL-divergences below:

$$\begin{align*}
d_{SU} & := D_{KL}(c \parallel 1/K) \\
d_{TU} & := D_{KL}(\pi^{MLE} \parallel 1/K) \\
d_{TS} & := D_{KL}(\pi^{MLE} \parallel c)
\end{align*}$$

where $1/K$ denotes a uniform label distribution and $c$ is the parameter of source label distribution. $S, T, U$ represents source, target and uniform label distribution respectively.

**Adapt to model misspecification:** A Neural Network classifier $f$ trained on the source domain usually has poor performance when the source domain has a highly imbalanced label distribution ($d_{SU} \gg 0$) [6]. In this case, the classifier is more likely to be subject to model misspecification error when estimating label shift. Hence we increase prior contribution in (14) with higher $d_{SU}$. 

![Figure 2. Label shift estimation error analysis.](image)

Error (MSE, see Section 5.3) increases when: (1) the model is misspecified, i.e. $P(Y_s = \cdot | X_s = x) = f(x)$ is not satisfied (left); (2) the sampling error gets magnified when source and target domains have large label shift (right). Our MAPLS with fixed prior ($\lambda = 0.9$ in (14)) can reduce both errors compared with MLLS. Our MAPLS-APL model with prior parameters learned given data can further reduce MSE and outperform BBSE under large label shift (right).

![Figure 3. Structure of our Adaptive Prior Learning model.](image)
Adapt to sampling error: We propose two approaches to mitigate the problem that sampling error tends to increase given large label shift. Firstly, we use $d_{TS}$ to approximate the amount of shift between target and source label distribution. A higher $d_{TS}$ implies larger label shift, which will lead to more severe sampling error. Thus our APL model should increase the contribution of prior in (14) with higher $d_{TS}$. Secondly, when $\pi_{MLE}$ is close to a uniform label distribution $1/K$, we also propose to increase the prior contribution so that (14) can push the estimate more towards $1/K$.

Overall APL model: By defining a normalization function $F(x) = x/(1+x)$, our APL model determines $\lambda$ via:

$$\lambda = a \cdot F(\gamma \cdot d_{TU}) + (1-a) \cdot (1 - F(\gamma \cdot d_{TS})),\tag{16}$$

where $\gamma = 1 - F(b \cdot d_{STU})$ takes into account the model misspecification error and $d_{TU}, d_{TS}$ evaluates the sampling error. Here $a \in [0,1]$ represents the trade-off between the two approaches to reduce sampling error and $b \in [0,1]$ represents the strength of misspecification error. We provide more discussion of our APL model in Appendix D.

4.3. Sampling from the Bayesian posterior

Apart from the point estimate $\pi^*$, we also use Bayesian analysis to utilize the entire posterior $P(\pi|X, \alpha)$ as our estimated target label distribution. In this work, we propose to use the Markov Chain Monte Carlo (MCMC) method to obtain i.i.d samples of the posterior. The samples can then be used for downstream label shift correction tasks.

Based on (8), we can rewrite $P(\pi|X, \alpha)$ as:

$$P(\pi|X, \alpha) = \frac{1}{Z} P(\pi|\alpha) \prod_{i=1}^{N} \sum_{j=1}^{K} \frac{\pi_j}{c_j} f(x_i)_j,\tag{17}$$

where $Z$ contains $\int P(\pi|\alpha) P(\pi|\alpha) d\pi'$ and $P(X_i = x_i)$, which are constant w.r.t $\pi$ and are usually intractable.

To avoid evaluation of $Z$, we adopt the MCMC method to obtain samples of the posterior. Because the Hamiltonian Monte-Carlo (HMC) sampler can be more efficient than other MCMC methods in high dimensional space [3, 26], we adopt the HMC to obtain i.i.d samples of the posterior:

$$\Pi = \{ \pi^i \}_{i=1}^{L}, \text{ where } \pi^i \sim_{i.i.d} P(\pi|X, \alpha),\tag{18}$$

where $\alpha$ is determined by our APL model.

After collecting $\Pi$, each $\pi^i$ is used as a point estimate of $\pi$ for the downstream task. For example, for the label shift correction problem, we use every $\pi^i \in \Pi$ to correct the source domain classifier $f(x)$ to the target domain $g_i(x)$ under label shift based on (5). The target domain average SoftMax classifier can then be constructed as:

$$g(x)_j = \frac{1}{L} \sum_{i=1}^{L} \frac{\pi_j^i}{\sum_{l=1}^{K} \pi_l^i} f(x)_j.\tag{19}$$

With samples of the posterior, the uncertainty of our estimated $\pi$ given data can also be analyzed. Comparing with Algorithm 1, this approach utilizes the entire posterior at the cost of computation resources.

Remark: MCMC can be computationally expensive in high dimensional space, because sufficient warm up steps are required if the Markov chain is initialized randomly in value space [25]. Fortunately, since the posterior in our model is strictly log concave (Proposition 1) with known maximal point $\pi^*$ obtained by MAPLS, we can initialize the Markov chain at $\pi^*$ and the HMC sampler can then collect i.i.d samples more efficiently without warm up steps.

4.4. Estimation of Source Label Distribution

Given source domain data ${ (x_i^s, y_i^s) }_{i=1}^{N_s}$ and blackbox classifier $f$, there are two known methods to estimate the source domain label distribution $P(Y_s = \cdot) = c$. MLE is the standard method to estimate $c$ with source domain ground truth labels $y_i^s$. On the other hand, when classifier $f$ is calibrated on the source domain, Alexandari et al. [1] also proposed to estimate $c$ with source domain images in $\{ (x_i^s, y_i^s) \}_{i=1}^{N_s}$ and classifier $f$ with:

$$c_j = \frac{1}{N_s} \sum_{i=1}^{N_s} f(x_i^s)_j.\tag{20}$$

In this work, we adopt both approaches to estimate $c$. We name the MLE approach as the “hard” method and (20) as the “soft” method.

4.5. Overall Method

We propose to estimate and correct label shift as follows:

Algorithm 2 Overall Method

Input: Source domain data $\{ (x_i^s, y_i^s) \}_{i=1}^{N_s}$, classifier $f : X \rightarrow \Delta^{K-1}$ and target domain data $X = \{ x_i | (x_i, \cdot) \sim P_{t,i}, i = 1, 2, \ldots, N \}$.

Parameter Determination:

• $c$: Use MLE or (20) to estimate $P(Y_s = \cdot) = c$.
• $\pi_{MLE}$: Use MAPLS 1 to obtain $\pi_{MLE}$ ($\alpha_0 = 1$).
• $\alpha_0$: Determine $\lambda$ with APL model.

With $\alpha$ and (14), use MAPLS 1 to obtain $\pi^*$.

if Point Estimate then
  Correct Label Shift: Obtain $g$ with (5).
else if Posterior Sampling then
  Use HMC (initialized with $\pi^*$) to obtain $\Pi$ in (18).
  Correct Label Shift: Obtain $g$ with (19).
end if

Output: Target domain classifier $g$.

We name the model that uses the MAP estimate MAPLS-APL and the model that uses posterior sampling PSL-APL, where the “APL” indicates that parameter $\alpha$ in the prior distribution is learned with our APL model.
5. Experiments

5.1. Datasets

We evaluate our model on the CIFAR100 [21], ImageNet 2012 [31] and Places2 [44] datasets. Following common use in Long-Tailed research [6, 38, 43], we also use Long-Tail versions of ImageNet, Places [24] and CIFAR100.

We test the models on test sets with Dirichlet shift proposed by previous label shift estimation models [1, 22]. Dirichlet Shift generates a random test set label distribution from a $K$ dimensional Dirichlet distribution. We also adopt the ordered Long-Tailed shifted test set used in LADE [16], which has the same or inverse order of the Long-Tailed distributed train set. We further extend this setting to a shuffled Long-Tailed test set, where the test set still has a Long-Tailed label distribution but with random class order.

<table>
<thead>
<tr>
<th>Train Set</th>
<th>Test Set</th>
<th>Dataset</th>
<th>Setup</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR100</td>
<td>Original</td>
<td>CIFAR100 [21]</td>
<td>Long-Tailed with $R = {2, 5, 10, 20, 50, 100, 200}$</td>
</tr>
</tbody>
</table>

Table 2. Label shift experiment settings. $R$ is referred to as the imbalance ratio — the ratio of maximum and minimum sample number per class respectively in test set. $\alpha$ is the parameter of the Dirichlet distribution.

5.2. Model Setup

Both our MAPLS/MAPLS-APL algorithm and previous MLLS algorithm are initialized with $\pi^{(0)} = c$ and run for 100 epochs to ensure convergence. Because $\pi^*$ is unique as proved in Proposition 1, our MAPLS is guaranteed to converge to a single MAP estimate. In our APL model, we empirically set $a = 0.9, b = 0.5$ in (16) for all the label shift settings in all datasets. For our PSLS model, use a HMC sampler called No-U-Turn Sampler [15] provided by Pyro [4] to collect $5000$ samples from the posterior.

We implement the Neural Network classifiers using PyTorch [27]. We use the ResNet32 [18] classifier for CIFAR100 and every CIFAR100-LT dataset. We use pre-trained ResNet50 [14] and pre-trained ResNet152 for ImageNet and Places datasets respectively. We train a ResNet50 and ResNet152 for ImageNet-LT and Places-LT datasets respectively. More details of classifier implementations can be found in Appendix E.1.

5.3. Evaluation Metrics

We follow previous methods [1, 2, 22] to evaluate label shift estimation performance with $(w - \hat{w})^2/K$, where $w_i = \Pr(Y_i = i)/\Pr(Y_i = i)$, $i = 1, 2...K$ is the target over the source label distribution ratio. $w$ is the ground truth ratio estimated by the source and target labels. $\hat{w}$ is the predicted ratio with $\hat{w} = \Pr(Y_i = \cdot)$ estimated by each model.

We also provide Top1 accuracy for different label shift estimation models with LSC (5) on all datasets. The result summary is available in Tab. 4 and detailed results are reported in Appendix F.G.H. for CIFAR100/CIFAR100-LT, ImageNet/ImageNet-LT and Places/Places-LT respectively.

<table>
<thead>
<tr>
<th>Train Set</th>
<th>Test Set</th>
<th>Dataset</th>
<th>Original</th>
<th>Ordered LT</th>
<th>Shuffled LT</th>
<th>Dirichlet</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR100</td>
<td>CIFAR100-LT</td>
<td>55%</td>
<td>50%</td>
<td>52%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ImageNet</td>
<td>ImageNet-LT</td>
<td>82%</td>
<td>90%</td>
<td>75%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Places</td>
<td>Places-LT</td>
<td>68%</td>
<td>90%</td>
<td>92%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. SOTA comparison summary of estimation error. The percentage of settings that our MAPLS-APL model outperforms SOTA models (MLLS, BBSE, RLLS) in terms of $(w - \hat{w})^2/K$.

<table>
<thead>
<tr>
<th>Train Set</th>
<th>Test Set</th>
<th>Dataset</th>
<th>Original</th>
<th>Ordered LT</th>
<th>Shuffled LT</th>
<th>Dirichlet</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR100</td>
<td>CIFAR100-LT</td>
<td>56%</td>
<td>58%</td>
<td>58%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ImageNet</td>
<td>ImageNet-LT</td>
<td>59%</td>
<td>80%</td>
<td>58%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Places</td>
<td>Places-LT</td>
<td>59%</td>
<td>80%</td>
<td>75%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. SOTA comparison summary of Top1 Accuracy. The percentage of settings that our MAPLS-APL model outperforms SOTA models and the baseline classifier in terms of accuracy.

5.4. State-of-the-art Comparison

We compare the performance of our method with several state-of-the-art (SOTA) label shift estimation methods, including MLLS [1, 32], BBSE [22] and RLLS [2]. In BBSE and RLLS, there are also “soft” and “hard” versions of each model. We evaluate performance of these models with previously available implementation (details in Appendix E.2).

In the setting of large-scale datasets, methods that require retraining the classifier on the source domain will suffer from high computational cost. Therefore we have not reproduced and reported Tachet et al. [34] in our results.

We provide the SOTA comparison of our MAPLS-APL model in terms of $(w - \hat{w})^2/K$ in Table 3 and Top1 Accuracy in Table 4. More details are discussed in Appendix C. Note that unlike SOTA models that obtain a point estimate of $\pi$, our PSLS-APL model obtains samples of $\pi$ from the posterior instead. Thus only Top1 Accuracy is compared for our PSLS-APL model (Tab. 6) instead of both metrics.

As shown in Tab. 3, our MAPLS-APL model outperforms SOTA models in at least 50% of the label shift and dataset settings. As an example on ImageNet in Tab. 5, our model outperforms other models by a large margin for the highly imbalanced train set ImageNet-LT.

As shown in Tab. 4, in terms of Top1 Accuracy, our MAPLS-APL model outperforms SOTA models and baseline in at least 50% of the settings. As an example in Tab. 6, our MAPLS-APL and PSLS-APL model have similar performance and outperform SOTA models in most settings.

By analyzing the performance in Tab. 5, 6, one obvious advantage of our model is its robustness to the source label
Figure 4. Illustration of the label shift estimation result (π). On the Long-Tailed CIFAR100 dataset with Ordered Long-Tailed test set, our PLS-APL model uses HMC to sample from the strictly log-concave posterior \( P(\pi | X, \alpha) \) (posterior sample density histogram plot as blue bar heatmap), which fits nicely with the ground truth.

5.5. Ablation Study

We provide the density histogram of posterior samples \( \Pi \) collected by our PLS-APL model in Fig. 4, with single value of \( \pi \) estimated by other models as well. The posterior \( P(\pi | X, \alpha) \) fits well with the ground truth and is able to provide a sense of uncertainty of our estimation.

We also analyze the estimation stability of our model during the training of classifier \( j \) on the source domain. Specifically, we monitor the performance of each label shift estimation model during the training of a Neural Network classifier on Long-Tailed CIFAR100 dataset. The test sets have Ordered Long-Tailed label distribution. As shown in Fig. 5, the performance of BBSE, MILS and our model improves during the training of the classifier. This observation suggests that label shift estimation performance of

Table 5. Performance of Top1 Accuracy (\( \% \)) on the ImageNet and ImageNet-LT datasets, with shuffled Long-Tailed test set that have an imbalance ratio \{50, 10, 5, 2\} and Dirichlet test set that have \( \alpha = \{1, 10\} \) and total test sample number \{12500, 25000\} in each setting. Best performances are in bold face and second best are in blue. Our PLS-APL model is only suitable for Top1 Accuracy comparison.

Table 6. Performance of Top1 Accuracy (\( \% \)) on ImageNet-LT and Places-LT dataset, with Ordered Long-Tailed test set that have imbalance ratio \( R = \{25, 10, 5, 2\} \). Best performances are in bold face and second best are in blue.

Figure 5. Ablation study on stability of the MAPLS-APL model. On the Long-Tailed CIFAR100 dataset with Ordered LT test set, our model is stable during the training of the classifier and performs better than SOTA methods.

These models could be further improved with a better classifier. Our MAPLS (\( \lambda = 0.9 \)) and MAPLS-APL model performs better and stable in the last 50 epochs.

6. Discussion and Conclusion

In this work, we develop label shift estimation methods MAPLS-APL and PLS-APL under a Bayesian framework that are applicable to large-scale datasets and robust to highly imbalanced source label distributions. In our MAPLS model, we derive an EM algorithm to obtain the MAP estimate of the target label distribution and propose a novel Adaptive Prior Learning model to adaptively adjust the prior parameter. In our PLS model, we use HMC to sample from the strictly log-concave posterior \( P(\pi | X, \alpha) \).

Unlike previous benchmark evaluations, our experimental settings additionally covers a variety of large-scale datasets (ImageNet, Places) with highly imbalanced label distributions, which provide a more realistic evaluation of SOTA methods. Experiments on these datasets have demonstrated the effectiveness of our model and its potential to be applied in real world label shift problems.
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