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Abstract

Document image dewarping is a crucial task in com-
puter vision with numerous practical applications. The con-
trol point method, as a popular image dewarping approach,
has attracted attention due to its simplicity and efficiency.
However, inaccurate control point prediction due to varying
background noises and deformation types can result in un-
satisfactory performance. To address these issues, we pro-
pose a robust document dewarping approach for real-life
images, namely DocReal, which utilizes Enet to effectively
remove background noise and an attention-enhanced con-
trol point (AECP) module to better capture local deforma-
tions. Moreover, we augment the training data by synthesiz-
ing 2D images with 3D deformations and additional defor-
mation types. Our proposed method achieves state-of-the-
art performance on the DocUNet benchmark and a newly
proposed benchmark of 200 Chinese distorted images, ex-
hibiting superior dewarping accuracy, OCR performance,
and robustness to various types of image distortion.

1. Introduction
The rising trend of using smartphones to digitize docu-

ments over conventional scanners has intensified the chal-
lenges of document image dewarping. Captured images
frequently exhibit diverse physical deformations, shooting
angles, and ambient disturbances, resulting in a wide range
of distorted document images. As a result, document im-
age dewarping has emerged as a fervent research focus re-
cently [5, 8, 21, 35].

Traditional image dewarping techniques hinge on the 3D
structures of distorted images, segmented into three pri-
mary categories. The first category emphasizes 3D image
structure reconstruction, either through auxiliary tools like
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structured beams and lasers [2, 3, 25, 38] or through multi-
view images [17, 28, 29, 36]. However, incorporating ex-
tra devices limits their broad applicability. The secondary
approach leverages parameterized modeling to fit the 3D
structure [4, 12, 14, 15], involving optimization under con-
straints. Nevertheless, their oversimplifications fall short of
accurately capturing real deformations, leading to unsatis-
factory dewarping performance. The last strategy uses 3D
structures as supervised signals to train a pixel-wise learn-
ing model, employing 3D coordinate maps [5, 9, 22] or 3D
shape patches [6]. While the 3D structure aids enhance de-
formation predictions, the overheads in data preparation us-
ing depth cameras and rendering software, and model train-
ing remain considerable.

Lately, deep learning models leveraging 2D images have
gained traction due to the simplicity of obtaining 2D train-
ing datasets. Many utilize an end-to-end framework for
pixel-wise prediction, employing stacked UNet [21], FCN
[34], Transformer [7,8], or other networks [20]. Despite the
partial success brought by pixel-wise regression, the DDCP
model [35], based on control points, offers a flexible alter-
native using a lightweight network. Instead of traditional
backward mapping, this model rectifies images by mapping
control points from the distorted image to reference points
on the flattened version, as illustrated in Fig. 1.

(a) Control points (b) Reference points

dewarping

distorting

Figure 1. Diagram of the control point based image dewarping.
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The DDCP model [35], while straightforward in deploy-
ment, grapples with three major challenges: 1) residual
background in the rectified images, 2) reduced text read-
ability, and 3) a notable disparity between training and real-
world data. Various background disturbances and defor-
mations can hinder precise control point prediction, com-
plicating accurate local deformation capture on documents.
Moreover, 2D synthetic training datasets produced by func-
tions typically deviate from real-world data, constraining
the model’s efficacy.

To address these issues, we propose a robust control
point based model and augment training data synthesis with
the following contributions.

• More robust model: We propose a robust document
dewarping framework for real-life distorted images,
namely DocReal, which adopts Enet [20] to effectively
remove background noise and an attention-enhanced
control point (AECP) module to better capture local
deformations. This approach achieves improved read-
ability and robustness of dewarping images under dif-
ferent environmental conditions and deformation types
with state-of-the-art performance on two benchmarks.

• More realistic training data: We utilize 3D images
in the Doc3D [5] dataset to synthesize 2D images with
3D deformations. Furthermore, we augment the train-
ing data by adding various noises and randomly se-
lected backgrounds. We also simulate additional four
types of curling and folded deformations by formulas
to enrich the deformation types of training data.

• More comprehensive benchmark: We provide the
first Chinese document image benchmark of 200 dis-
torted images that are more representative of real-life
scenarios, including work, study, and daily life scenar-
ios. This benchmark consists of 50 document contents
and each with four types of deformation, facilitating
evaluations of document dewarping in real-life.

2. Related Work
In recent years, 2D image based deep learning tech-

niques have emerged as a promising alternative to tradi-
tional strategies for document image dewarping, which can
be broadly categorized into two types. The first type in-
volves pixel-wise flow regression, which predicts a pixel-
wise displacement field or backward mapping to rectify the
distorted document image. Representative models in the
realm of pixel-wise flow regression encompass DocUNet
[21], DocProj [19], FCN-based method [34], and DocTr [8].
Each of these employs distinct network architectures to en-
hance document dewarping efficacy. For instance, DocTr
[8] uses the Transformer [30] to improve the backward map-
ping field predictions. Furthermore, DocTr++ [7] augments

the capabilities of DocTr [8] with a hierarchical network
structure, adept at processing a range of unrestricted docu-
ment images.

Beyond pixel-wise flow regression, numerous other 2D
image based deep learning techniques have been introduced
for document image dewarping. Methods based on con-
trol points, like DDCP [35] and CGU-Net [31], estimate
control points on a 2D dewarping grid to rectify distorted
images using interpolation techniques [24]. Marior [37]
first predicts key points to detect the document body, fol-
lowed by iterative rectification to obtain the displacement
flow. RDGR [13] recognizes image boundaries and text-
lines via UNets [27] and introduces a grid regularization to
calculate a uniform forward map grounded on constraints.
PaperEdge [20] engages Enet and Tnet to discern image
contours and learn local deformation, respectively. Each
of these methods has proposed different enhancements to
improve document dewarping performance.

3. Methodology
Despite achieving impressive results, the control point

based DDCP method [35] still faces significant limitations,
particularly when it comes to accurately placing control
points on text in different shooting environments, text types,
and noisy backgrounds. Poor handling of this task can re-
sult in severe text deformation and background residue. To
overcome these challenges, we draw inspiration from the
PaperEdge method [20] and develop a new pipeline (see
Fig. 2), namely DocReal, which first uses Enet to detect
document edge information, remove background noise, and
extract the document’s main body while extending it glob-
ally. We then utilize an attention-enhanced control point
(AECP) network to better capture local deformations of the
document, predicting more accurate control points com-
pared to the DDCP method [35]. Our method is a robust
control point framework that significantly removes back-
ground noise and enhances readability under varying envi-
ronmental conditions and text types.

3.1. Network Architecture

Our pipeline comprises two sub-networks: Enet and
AECP. Enet is a fully-convolutional encoder-decoder that
uses 6 residual blocks [11] in the encoder and 4 residual
blocks in the decoder, as proposed by [20]. Enet is trained
on synthetic images and weakly supervised on real images,
producing a coarse result with a global shape through edge-
based dewarping (for more details, see [20]).

On the other hand, AECP is an individual network that
plays a crucial role in our document dewarping pipeline. It
includes four sub-modules that work together to improve
control point prediction accuracy for local deformations.
The first sub-module (green in Fig. 2) extracts shallow fea-
tures of the input image I ∈ R992×992×3 using two convo-
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Figure 2. Pipeline of DocReal, a robust document dewarping approach of real-life images using attention-enhanced control point (AECP).
Our pipeline consists of two sub-networks: Enet and AECP. Enet [20] performs an edge-based dewarping of the document, rectifying the
overall shape to produce a coarse result. AECP then enhances this result by predicting accurate control points for local deformations. The
final result is achieved through linear interpolation [1] and remapping from the coarse result to the dewarped image.

lutional layers with a stride of 2 and a 3 × 3 kernel size.
The second sub-module (blue in Fig. 2) consists of four
layers with 3 × 3 kernels for further deep feature extrac-
tion. Notably, both sub-modules are enhanced by an atten-
tion module [33] that leverages channel attention and spatial
attention to prioritize critical information, such as shallow
features (including light, shadow, and texture) and deep fea-
tures (like table lines, text lines, and overall deformation).

The third sub-module (yellow in Fig. 2) utilizes a dila-
tion pyramid [23] to broaden the perception of global de-
formation caused by the conduction of paper deformation.
The dilation pyramid comprises six layers with a maximum
dilation rate of 18. We concatenate the features from six
layers, which have different scales, and then feed them into
a 1 × 1 convolutional layer to obtain the global deforma-
tion feature. The fourth sub-module (orange in Fig. 2) uses
a two-layer convolutional network to predict control points
P ∈ R2×31×31. Each control point on the 31× 31 grid has
(x, y) coordinates that span the entire document, resulting
in a robust control point framework that enhances readabil-
ity under varying environmental conditions and text types.

Benefiting from these modules, the pipeline significantly
removes background noises and enhances the readability of
dewarped images, providing a robust and reliable solution.

3.2. Loss Function

Consistent with the DDCP method [35], we utilize a su-
pervised manner to train the model with three parts of loss

functions. The first part is the Smooth L1-based localiza-
tion loss [10, 26], which is used for regression on control
points to predict their positions and is defined as follows.

Lloc =
1

Nc

Nc∑
i=1

smoothL1
(x̂i − xi), (1)

where smoothL1
(x) =

{
0.5x2, if |x| < 1

|x| − 0.5, otherwise
, Nc is the

number of control points, x̂i and xi denote the predicted
2D position of the i-th control point and the ground-truth,
respectively. The second part models the neighboring rela-
tionship of control points with the Lneigh function, i.e.,

Lneigh =
1

Nc

Nc∑
i=1

(δ̂i − δi)
2, (2)

where δ denotes the local correlation between the control
point and its vertical and horizontal neighbors. The third
part uses L1 loss for interval regression on reference points:

Lreg =
1

Nr

Nr∑
j=1

∥d̂j − dj∥1, (3)

where d denotes the interval between two horizontal or ver-
tical points and Nr = 2. The total loss is a linear combina-
tion of these losses, with weights α and β (defaulted to 0.1
and 0.01, respectively), and more details see [35]:

L = Lloc + αLneigh + βLreg. (4)
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3.3. Training Data Synthesis with 3D Deformation

Effective document image dewarping requires training
data with authentic and diverse deformations. However, the
training data for the DDCP method [35] is synthesized us-
ing two functions [4], resulting in a 2D mesh with signif-
icant differences from real-world deformations. While the
Doc3D dataset [5] provides rich and realistic 3D deforma-
tions for training data, it cannot be directly used for training
a control point network that requires 2D data.

To overcome this limitation, we propose a new method
that synthesizes 2D training data with 3D deformation by
the following four steps as shown in Fig. 3. First, we extract
3D mesh from a 3D image in the Doc3D dataset by sam-
pling 31×31 control points from a 3D coordinate map, gen-
erating a point cloud from their 3D coordinates, and trans-
forming it into a 3D mesh. Second, we randomly set camera
distances and shooting angles in the 3D coordinate system
to map control points in the 3D mesh to 2D control points.
Third, we generate a 2D distorted image with 3D deforma-
tion by mapping the reference points of a scanned image
onto the 2D control points and interpolating the pixels. Fi-
nally, we randomly add various noises to scanned images,
such as moire patterns, fingerprints, shadows, and others, to
enrich the synthetic images with random backgrounds.

The proposed data synthesis method can generate a sig-
nificant amount of 2D training data with realistic and di-
verse 3D deformations, which is essential for training a con-
trol point network for document image dewarping.

3D coordinate map          Point cloud                 3D mesh

Scanned image         Synthetic image     2D control points

noise

Step 1 Step 1

Step 2

Step 3Step 4

Figure 3. Synthesis process of 2D data with 3D deformation.

3.4. Training Data Augmentation

While the Doc3D dataset offers a range of deformations,
it lacks the true curling of book types. To address this, we
simulate the curling of books using formulas and add addi-
tional folded deformations for training data augmentation,
thus achieving a more robust model performance.

As shown in Fig. 4, for curling types, (a) unidirectional

curling refers to curling in the same direction outside two
given key lines using the following function:

zi = cos(di · v)− 0.5, (5)

where only the z-axis values are modified, 0.5 is the original
z value, di is the distance between the control point to the
nearest line, and v is a hyper-parameter to control the degree
of curling; (b) S-shaped curling refers to the bidirectional
bending on both sides of the given key lines by:

zi =

0.5 + cos(
π

2
− di · v), if i ∈ region (1),

0.5 + cos(
π

2
+ di · v), if i ∈ region (2).

(6)

For folded types, (c) corner folded and (d) edge folded
both refer to folding the control points outside the key lines
inward or outward. Taking inward folding as an example:

zi = 0.5− di · v. (7)

By incorporating these additional deformation types into
the training data set, we are able to improve the robustness
of our dewarping model, as the model is exposed to a wider
range of variations and deformations.

(a) Unidirectional curling           (b) S-shaped curling

(1)            (2)

(c) Corner folded                     (d) Edge folded

Figure 4. Synthetic 3D deformation types.

3.5. Implementation Details

We synthesized 300K 2D distorted images with 3D de-
formations and additional deformation types as the training
dataset. We trained the model on a single NVIDIA Tesla
V100 GPU for 40 epochs with a batch size of 16 and the
Adam optimizer [16]. Due to commercial restrictions, we
are unable to provide the source code currently. Instead, we
provide rectified results and a newly proposed benchmark
dataset1 (which is introduced in Sec. 4.2), allowing for fur-
ther exploration by the research community.

1https://github.com/irisXcoding/DocReal
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4. Evaluation Benchmark
4.1. Limitation of DocUNet Benchmark

Despite being the most commonly used benchmark
dataset, DocUNet [21] only contains 130 images with al-
most exclusively English text and limited document types,
mainly consisting of receipts, magazines, and papers. Fur-
thermore, the background of the distorted document images
is relatively uniform and clean, and the types of deforma-
tions are not diverse enough, making them relatively ideal
with clear document edges. Therefore, there is a need for
a more diverse and comprehensive dataset to evaluate the
performance of document image dewarping methods.

4.2. The Proposed DocReal Benchmark

To better evaluate the dewarping performance in real-
life, we propose the first Chinese distorted image bench-
mark, called DocReal, which covers a wide range of real-
life document image scenarios. DocReal includes 10 sub-
scenarios across three significant scenarios: work, study,
and daily life. The work scenario includes tables, con-
tracts, and notices, while the study scenario includes papers,
books, tests, and notes. The daily life scenario includes re-
ceipts, certificates, and newspapers. All these sub-scenarios
cover the vast majority of usage scenarios in Chinese peo-
ple’s daily lives. To ensure the realism of the benchmark,
we conducted desensitization photography, proportionate to
the actual shooting environment and deformation type of the
collected user data, with the user’s authorization.

Each sub-scenario contains five different contents, and
for each content, there are four distorted images with vary-
ing types of deformation, shooting angles, and shooting dis-
tances. The deformation types include curled, perspective,
skew, and folded, commonly encountered in real-life docu-
ment images. In total, DocReal contains 200 images within
five classes, each representing a different deformation type
(refer to Table 1) to facilitate qualitative comparisons, pro-
viding a comprehensive and diverse dataset for researchers
in the field of document image dewarping. Detailed visual-
ization is provided in Sec. C of the Supplementary.

Table 1. Deformation types in the DocReal benchmark.

Class Deformation Type Proportion
(a) Curled Bending or curling 33%
(b) Skew Slanted appearance 27%
(c) Perspective Perspective warping 21%
(d) Folded Visible creases 12%
(e) Flat Inapparent distortion 7%

We believe that DocReal will be a valuable benchmark
for the development and evaluation of document image rec-
tification, providing a diverse range of real-life scenarios.

5. Experiments
We evaluate the effectiveness of our method in rectifying

images through experiments on two benchmark datasets,
DocUNet and the newly proposed DocReal. We provide
qualitative and quantitative comparisons, assess the quality
of rectification from a document analysis perspective, and
conduct an ablation study to demonstrate the impact of Enet
and attention modules on dewarping performance.

5.1. Experimental Setup

Evaluation Metrics. We use two evaluation criteria: im-
age similarity and Optical Character Recognition (OCR)
performance. For image similarity, we use Multi-Scale
Structural Similarity (MS-SSIM) [32] and Local Distortion
(LD) [36]. MS-SSIM is a multi-scale extension of SSIM as
a weighted average of the SSIM index at different scales.
LD measures the difference between the dewarped and ref-
erence images at each pixel location. For a fair compari-
son, all images are resized to a 598,400-pixel area and use
the same weights of SSIM in [21]. For OCR performance,
we use Edit Distance (ED) [18] and Character Error Rate
(CER), providing complementary OCR information. ED
measures the minimum number of insertions, deletions, and
substitutions required to transform the OCR output into the
ground truth, while CER measures the percentage of incor-
rectly recognized characters in the OCR output. All OCR
metrics are evaluated on 60 images from DocUNet in accor-
dance with [7–9] and all 200 images from DocReal using
Tesseract v5.3.0, pytesseract v0.3.10, and “chi sim best”
language file in an OCR engine on Windows 10 system.

5.2. Comparisons on the DocUNet Benchmark

Qualitative Comparison. Our method achieves high ac-
curacy in restoring distorted text and images, resulting in
clearer and more recognizable content, as shown in Fig. 5.
Furthermore, our method is capable of handling a wide
range of deformation types, which enables it to handle var-
ious real-world scenarios. Overall, the qualitative improve-
ments provided by our method demonstrate its effectiveness
in enhancing the visual quality of distorted documents and
improving the accuracy of OCR.

Quantitative Comparison. Our method demonstrates su-
perior performance compared to existing methods on the
DocUNet benchmark [21], as shown in Table 2. Compared
to DDCP [35], our method improves MS-SSIM and LD
from 0.47 to 0.50 and 8.77 to 7.03, respectively, outper-
forming the majority of existing methods. We also achieve
the lowest scores for ED and CER metrics among all meth-
ods, indicating the best OCR performance. These results
demonstrate that our method is highly effective in address-
ing image distortion and enhancing OCR performance.
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Distorted DocProj DewarpNet FCN-based DocTr DDCP DocGeoNet Marior RDGR PaperEdge DocTr++ Ours

Figure 5. Qualitative comparisons on the DocUNet [21] benchmark with existing deep learning methods.

Table 2. Quantitative comparisons on the DocUNet [21] bench-
mark. “↑” indicates the higher the better and “↓” means the oppo-
site. Bold font indicates best, and underline indicates second-best.

Method MS-SSIM ↑ LD ↓ ED ↓ CER ↓
Distorted 0.25 20.51 1551.57 0.5087
DocUNet [21] 0.41 14.19 1259.83 0.3966
DocProj [19] 0.29 18.22 1353.30 0.4172
DewarpNet [5] 0.47 8.39 524.93 0.2100
FCN-based [34] 0.43 7.75 892.03 0.2916
DocTr [8] 0.51 7.76 464.17 0.1744
DDCP [35] 0.47 8.77 504.15 0.1811
DocGeoNet [9] 0.50 7.71 378.37 0.1506
Marior [37] 0.48 7.44 592.95 0.2132
RDGR [13] 0.50 8.51 419.63 0.1557
PaperEdge [20] 0.47 7.99 375.02 0.1538
DocTr++ [7] 0.46 9.37 508.27 0.1814
Ours 0.50 7.03 359.90 0.1441

5.3. Comparisons on the DocReal Benchmark

To evaluate the performance on real-life Chinese docu-
ment images, we conduct tests on the DocReal benchmark.
As shown in Fig. 6, our method demonstrates robust per-
formance in handling various deformation types, including

curled, skew, perspective, folded, and flat. This versatil-
ity makes our method well-suited for practical applications
in real life. Additionally, our method produces text with
improved readability and straightness, resulting in state-of-
the-art performance across all metrics, as shown in Table 3.

Our results visually demonstrate a more complete text
body than previous methods, despite the limitations of the
MS-SSIM metric, which may not fully reflect the quality
of dewarped images and is sensitive to line alignment [20].
Nevertheless, our approach outperforms existing methods
in terms of visualization with improved readability.

Table 3. Quantitative comparisons on the DocReal benchmark.
“↑” indicates the higher the better and “↓” means the opposite.

Method MS-SSIM ↑ LD ↓ ED ↓ CER ↓
Distorted 0.32 35.79 698.37 0.6279
DocProj [19] 0.31 33.70 723.29 0.5840
DocTr [8] 0.55 12.66 455.12 0.4856
DDCP [35] 0.46 16.04 478.79 0.4688
DocGeoNet [9] 0.55 12.22 455.00 0.5051
PaperEdge [20] 0.52 11.46 420.78 0.4656
DocTr++ [7] 0.45 19.88 483.59 0.4978
Ours 0.56 9.83 414.91 0.4582
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(a) Curled (b) Skew (c) Perspective (d) Folded (e) Flat

Distorted

DocProj

DocTr

DDCP

PaperEdge

DocTr++

DocGeoNet

Ours

Figure 6. Qualitative comparisons on the DocReal benchmark with different deformation types using existing deep learning methods.

We further evaluate the robustness and compare the im-
age similarities for four different deformations, as illus-
trated in Table 1. As shown in Fig. 7, our method consis-
tently outperforms other methods in terms of the MS-SSIM
and LD metrics. Compared to the DDCP [35], our method
achieves comprehensive improvements of 13%, 25%, 25%,
and 21% for the curled, skew, perspective, and folded defor-
mation types, respectively, in terms of the MS-SSIM metric,
and similar improvements of 29%, 39%, 49%, and 40% for
four deformation types in terms of the LD metric. Numeri-
cal results are provided in Sec. D of the Supplementary.

(a) MS-SSIM ↑ (b) LD ↓

Figure 7. Robustness comparisons on the DocReal benchmark
with four different deformation types.“↑” indicates the higher the
better and “↓” means the opposite. Our method achieves the best.
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5.4. Case Study

A case study, as shown in Fig. 8, reveals that while
DocTr, DocGeoNet, and DocTr++ exhibit comparable re-
sults with our method in terms of the MS-SSIM metric, they
still struggle to capture the document body when encounter-
ing disturbances, resulting in skewed text and reduced read-
ability. More comparisons are in Sec. E of Supplementary.

DocTr DocGeoNet DocTr++ Ours

Figure 8. Case study of background removal and readability.

5.5. Ablation Study

We address the limitations of the DDCP method’s resid-
ual backgrounds and Enet’s potential to cause secondary
deformation and reduced readability. As shown in Fig. 9,
naı̈vely combining Enet with DDCP may result in worse
readability due to inaccurate control point prediction. Thus,
we combine Enet and attention-enhanced control point
(AECP) module to arrive at a robust solution with well-
captured document body and improved readability.

DDCP Enet Enet + DDCP Ours

Figure 9. Our improvements on limitations of DDCP and Enet.

Our ablation study focuses on two key factors: training
data and model module. As shown in Table 4, we first
demonstrate that using training data with 3D deformation
(setting (b)) leads to significantly better performance com-
pared to using 2D deformation (setting (a)). This is because
3D deformations enable us to generate large amounts of
training data that closely resemble real-world deformation
conditions, effectively enhancing the model’s capabilities.

In terms of the model module, we compare setting (c)
and setting (d) to show the improved performance brought
by the Enet. On the other hand, the attention module en-
ables the model to accurately capture local information, re-

sulting in more effective local rectification with better OCR
performance, when comparing setting (b) and setting (d).
Detailed analysis is given in Sec. F of the Supplementary.

Overall, the ablation study highlights the importance of
using 3D deformation types and incorporating Enet and at-
tention modules to achieve the best results.

Table 4. Ablation study on DocUNet and DocReal benchmarks.

Module Setting (a) (b) (c) (d)

Data
+ 2D type ✓
+ 3D type ✓ ✓ ✓

Model
+ Enet ✓ ✓ ✓
+ attention ✓ ✓

DocUNet

MS-SSIM ↑ 0.31 0.49 0.36 0.50
LD ↓ 20.09 7.17 12.36 7.03
ED ↓ 593.63 394.37 639.65 359.90
CER ↓ 0.2387 0.1508 0.2194 0.1441

DocReal

MS-SSIM ↑ 0.44 0.55 0.35 0.56
LD ↓ 21.18 9.99 29.33 9.83
ED ↓ 501.38 422.75 470.94 414.91
CER ↓ 0.5889 0.4775 0.4751 0.4582

6. Conclusion
We propose DocReal, a robust document dewarping ap-

proach for real-life images that effectively removes back-
ground noise using Enet and captures local deformations
more accurately using an attention-enhanced control point
(AECP) module. To improve the model’s capabilities, we
synthesize 2D images with 3D deformations and additional
deformation types to augment the training data. We also
provide a comprehensive benchmark of 200 Chinese dis-
torted images with diverse real-life scenarios. Our approach
achieves state-of-the-art performance on both the DocUNet
and the newly proposed DocReal benchmark, and demon-
strates superior dewarping accuracy, OCR performance, and
robustness to various types of image distortion, making it a
promising solution for real-life image dewarping.
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