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Abstract

In this work, we explore data augmentations for knowl-
edge distillation on semantic segmentation. Due the ca-
pacity gap, small-sized student networks struggle to dis-
cover the discriminative feature space learned by a power-
ful teacher. Image-level augmentations allow the student to
better imitate the teacher by providing extra outputs. How-
ever, existing distillation frameworks only augment a lim-
ited number of samples, which restricts the learning of a
student. Inspired by the recent progress on semantic direc-
tions on feature space, this work proposes a feature-level
augmented knowledge distillation (FAKD) which infinitely
augments features along a semantic direction for optimal
knowledge transfer. Furthermore, we introduce novel sur-
rogate loss functions to distill the teacher’s knowledge from
an infinite number of samples. The surrogate loss is an
upper bound of the expected distillation loss over infinite
augmented samples. Extensive experiments on four seman-
tic segmentation benchmarks demonstrate that the proposed
method boosts the performance of current knowledge distil-
lation methods without any significant overhead. The code
will be released at FAKD.

1. Introduction

Semantic segmentation aims to assign a semantic label to
every pixel in the image. The ability to extract fine-grained
information makes segmentation vital for many real-world
applications such as autonomous vehicles [I,21], med-
ical image diagnostics [15, 57], and aerial crop monitor-
ing [35]. With the development of deep learning, seman-
tic segmentation has made tremendous progress in recent
years and achieved impressive results on large benchmark
datasets [7, 9, 29, 72]. However, advanced segmentation
models usually consume large memory footprints and have
alow inference speed. This limits the potential for resource-
constrained applications such as self-driving cars or assis-
tive navigation robots.

To reduce computing costs, recent research applies
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Figure 1. FAKD preserves teacher’s boundaries by implicitly aug-
menting an infinite number of data. (a) The teacher’s decision
boundary generalizes unseen data. (b) Without sufficient exam-
ples, the student fails to preserve the teacher’s decision boundary.
(c) By implicitly augmenting an infinite number of features, the
student can preserve the teacher’s decision boundary and general-
ize on unseen samples.

knowledge distillation to transfer the knowledge of a cum-
bersome teacher network to a compact student [17,24, 38,

]. Conventional KD for image classification minimizes
a Kullback-Leibler (KL) divergence between the output
of the teacher and the student network for each exam-
ple. However, mimicking every pixel’s class distribution
is inappropriate for semantic segmentation since the noise
accumulated from the pixel-level activation may degen-
erate the performance. Structured knowledge distillation
(SKD) [24,25] aggregates a sub-set of different spatial loca-
tions according pair-wise relations. IFVD [18] exploits the
inter-class relations among different locations. CWD [38]
proposes channel-wise knowledge distillation by minimiz-
ing the channel distribution, indicating the spatial location
for each class. CIRKD [51] focuses on transferring struc-
tured pixel-to-pixel and pixel-to-region relations among the
whole images. However, due to a low capacity, the stu-
dent struggles to learn discriminative features captured by a
powerful teacher. The lack of training data even exacerbates
the performance gap between the student and the teacher.
Fig. 1(b) illustrates this problem. A high-capacity teacher
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generalizes well on unseen data and discovers a decision
boundary well-separating samples of two classes. With an
insufficient number of training examples, the low-capacity
student may not preserve this decision boundary, thus fail-
ing to generalize. Optimization based on a limited number
of training examples makes the knowledge transfer more
challenging.

To capture the data distribution on unseen data, augmen-
tation is a prevalent strategy to improve the generalization
of deep models. Concretely, conventional image-level data
augmentation operators, including random crop, random
scale, and flip [14], are widely applied in existing methods.
However, the number of applicable augmentation operators
for each image is limited. This may be insufficient for the
student to mimic the diverse patterns of the teacher.

Recent studies [2,22,43,46,47] discover that deep fea-
tures are usually linearized. Translating the feature in cer-
tain directions can produce features corresponding to the
sample of the same class but with different semantics. Com-
pared with image-level augmentation, feature-level aug-
mentation can transform the semantics of the sample such
as changing irrelevant appearance or varying the object tex-
tures. This work proposes to augment an infinite number
of samples via feature augmentation to generate diverse and
sufficient data for knowledge distillation. Specifically, we
first capture the intra-class variation that contains the se-
mantics of each class. Then we augment examples in fea-
ture space based on the feature variance of their classes.

To distill the teacher’s knowledge via an infinite num-
ber of samples, we propose two novel loss objectives for
the standard knowledge distillation [17] and for CWD [38].
Our proposed loss is an upper bound of the expected distil-
lation objectives over an infinite number of examples. By
minimizing the proposed loss functions, the student learns
to imitate the teacher’s outputs via infinite augmented sam-
ples, thus improving the student’s generalization on unseen
data.

Our contributions can be summarized as follows

* We propose a novel feature augmented knowledge dis-
tillation (FAKD) method for semantic segmentation.
The student mimics the teacher model with infinite
augmented samples. To the best of our knowledge, this
is the first work that explores feature-level augmenta-
tion for knowledge distillation in a semantic segmen-
tation task.

* We derive the upper bound of the expected KL diver-
gence loss for two types of distillation loss, i.e., stan-
dard distillation and channel-wise distillation loss. By
minimizing the proposed loss objectives, the student
can learn a diverse set of teacher patterns directly from
infinite samples.

» Experimental results show that our FAKD improves

the performance of various student network structures
on four benchmark datasets: ADE20K, Pascal Con-
text, Cityscapes, and Pascal VOC.

2. Related Work

Semantic segmentation can be regarded as a pixel-
wise classification problem. The fully convolutional net-
work (FCN) [27] is a pioneering work in the field of se-
mantic segmentation, which can adapt to any scale in-
put. To improve the performance of the segmentation net-
work, many researchers improves FCN in different ways.
In [5, 6, 33,52, 56, 58, 67], the receptive field is enlarged
to capture more details. In [12,23, 53,59, 60, 65, 74], the
contextual information is combined to improve the seman-
tic understanding of the model. In [3,4, 8,40, 55,61, 69],
the boundary information is considered to boost the seg-
mentation accuracy further. In [10,20,45,68,71], some new
attention modules are designed to enrich the representations
of the feature map. Moreover, recent works [48, 50, 70]
introduce transformer blocks into the Semantic Segmenta-
tion task, which boosts the performance with a large mar-
gin. Despite the state-of-the-art performance, segmentation
models consume large memory footprint and have low in-
ference speed. The high computational cost limits the ap-
plication of the segmentation models on resource-limited
mobile devices.

Efficient segmentation networks attract attention due to
the need for real-time inference. Most of the works designs
lightweight networks with low-cost operations. ENet [31] is
a efficient segmentation network with early downsampling
and lightweight decoder. ESPNet [28] introduces fast spa-
tial pyramid of dilated convolution. ICNet [66] proposes a
cascade structure to use low-resolution and high-resolution
features. BiSeNet [54] combines a spatial path and a con-
text path to process features efficiently.

Knowledge distillation has been extensively studied in
recent years. The core idea of knowledge distillation is to
transfer meaningful knowledge from a cumbersome teacher
into a smaller and faster student. Most knowledge dis-
tillation methods for image classification networks can be
categorized into three types: probability-based, feature-
based and relation-based methods. Probability-based meth-
ods [17,73] distill the output logits of the teacher network
as soft labels to the student. Feature-based knowledge dis-
tillation methods [16, 36, 63] focuses on the feature maps.
Finally, relation-based KD [30, 32, 34] aligns correlations
among multiple instances between the student and teacher
networks.

Several methods apply knowledge distillation for seman-
tic segmentation. The pioneering work [24, 25] proposes
Structured Knowledge Distillation (SKDS), which enables
the output of the student model to transfer the structure
knowledge among pixels from the teacher model to the stu-
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dent model through pairwise relationships and adversarial
training. Intra-class feature variations [49] learns the fea-
ture similarities between pixels of the same class to cap-
ture the structural knowledge for distillation. Channel-wise
distillation proposed in [38] guides the student to mimic
the teacher’s channel-wise distribution, which indicates the
salient image regions for each class. Cross-image rela-
tional KD [51] transfers structured pixel-to-pixel and pixel-
to-region relations among the whole images. These meth-
ods develops complicated objective functions to align use-
ful knowledge between the teacher and the student network.
However, when training data is limited, aligning knowl-
edge becomes difficult. Instead of developing sophisticated
loss functions, our approach focuses on enriching the data
source for effective knowledge distillation via a novel fea-
ture augmentation technique.

Data augmentations such as flipping, cropping and ro-
tating are widely adopted techniques are widely applied to
encourage the geometric invariance of deep networks [14,

]. Recent techniques develop strong data augmentations
that mix information in different images and appropriately
adjust the ground truths. A classic example is Mixup [64]
takes data from two images and blends them together in a
way that combines each element of the images using a con-
vex combination, as opposed to taking a portion from one
image and inserting it into the other. CutMix [62] creates a
new training sample by randomly combining two cropped
training samples, rather than just blocking out a part of the
image. Traditional methods such as color jittering or adding
noise used in [39] could generate infinite samples in an im-
age space. However, those methods are unaware of seman-
tic information, which could alter the class identity [47]. In
contrast, our method proposes to infinitely augment seman-
tically meaningful samples in a feature space, preserving
the class information.

3. Methods

This section revisits two distillation loss objectives
which are the standard pixel-wise distillation (PD) pro-
posed by Hinton et al. [17] and the channel-wise distillation
(CWD) [38]. We then describe the proposed feature aug-
mented knowledge distillation (FAKD). We derive the up-
per bound of the two distillation losses when distilling the
knowledge via an infinite number of augmented features.

3.1. Revisit Knowledge Distillation

Hinton et al. [17] originally proposed knowledge distil-
lation for the classification task. They minimize the KL di-
vergence of the predictions between the teacher and the stu-
dent model. For semantic segmentation, conventional meth-
ods [18,24,49] perform pixel-wise distillation, which min-
imizes the divergence of the prediction on every pixel be-
tween the student and the teacher. Later on, Liu et al. [24]

proposed a channel-wise distillation (CWD), which aligns
the output distribution for each channel rather than the pixel.
Let S € RM*4 and T € RM*4 be the A-dimension
feature of the student and teacher, where M is the total
number of pixels in the input image. The features are fed
to a linear classifier to produce the logits Z € RM*¢ rep-
resenting the response for C' different classes. Let W =
[wi,...,wc] € RE*A and B = [by,,..,bc] € R denote
the weights and bias of the student’s classifier. The student’s
logit for class c at pixel ¢ is defined as
Zjo(r) = (w] S +07). (1
Pixel-wise distillation computes the pixel-wise probability
by applying Softmax across the channel dimension. It then
minimizes the KL divergence between the teacher’s and stu-
dent’s outputs:
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Channel-wise distillation [38] computes the channel-wise
probability by applying Softmax across the spatial dimen-
sion. The KL divergence between the channel-wise proba-
bility is formulated as

g2 M C epo?jC/T epofC
LCWD - M 12:31 szjl Z;.V:l exp Z}?C/T log Z;.V:l exp Zﬁc/r :
3
where 7 is the temperature factor. Note that the main dif-
ference between Eq. 3 and Eq. 2 lies in the normalization
factor. PD normalizes the logits across the channel dimen-
sion, while CWD normalizes across the spatial dimension.

3.2. Feature Augmented Knowledge Distillation

Recent distillation methods develop sophisticated loss
functions for effective knowledge transfer [18,24,25]. How-
ever, the student network still cannot accurately mimic the
teacher’s decision boundary due to the low capacity gap. To
better learn the teacher’s decision boundary, we propose to
enrich training data by augmenting samples in the feature
space. This section introduces the feature augmentation
method and then derives two novel distillation loss objec-
tives for training the student model via an infinite number
of augmentations.

Data augmentation in the feature space. Recent meth-
ods [2,22,43,46,47] show that there exist semantic direc-
tions in the feature space, such that translating a sample in
the feature space along that direction produces a sample of
the same class but with different semantics. For example,
by changing the latent code of a GAN-based model, we can
modify the “style of the hair” for a person. The “style of
the hair” is a meaningful direction for the ‘person’ class.
Such semantic distributions can be implicitly represented by
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Figure 2. Overview of the proposed feature augmented knowledge distillation (FAKD). The student is trained via the cross-entropy loss

from the ground truth (

box) and the proposed augmentation distillation from the teacher’s outputs (green box). FAKD implicitly

augments infinite samples in the feature space. To simulate the effects of infinite augmentation, our proposed loss function Lzl,(u[g) optimizes
the upper bound of distillation loss between teacher’s predictions O and student predictions on infinite augmented features O°.

intra-class variations. This inspires us to augment samples
by semantically transforming features along those meaning-
ful directions.

Manually searching for useful semantic directions is ex-
pensive. To obtain meaningful directions, we sample a ran-
dom vector from a normal distribution with a zero mean
and a covariance proportional to the intra-class covariance.
The intra-class covariance captures rich semantic infor-
mation (e.g., “hairstyle property‘) about a particular class
(e.g., 'person’ class). Thus, we can transform the student’s
features with the sampled vector to produce semantically
meaningful training samples for effective KD of segmenta-
tion models.

Let v denote the random vector sampled from a normal
distribution ~ N (0, 3,,). Here, ¥, is the class-conditional
covariance matrix of all pixel-wise features having the same
class y; as pixel ¢. Following the method in [47], we com-
pute the intra-class covariance X, in an online fashion
by aggregating pixel-wise feature statistics across all mini-
batches. The augmented features S; is obtained by translat-
ing along the direction of v. Equivalently, the augmented
features belong to a normal distribution with a mean equal
to the original feature .S;:

Si ~ N(Si; AZy,), “)
where the coefficient A controls the strength of data aug-
mentation. When A\ = 0, the normal distribution collapses
into a Dirac delta distribution, i.e., no augmentation is per-
formed. In the early epochs, the student does not fully cap-
ture the informative intra-class variations. Thus, we propose
to incrementally increase the strength of data augmentation
over time when the student learns more semantic features.

Particularly, we apply a cosine schedule to slowly increase
A at the beginning and at the end for stable training:

1
A= )\end - 7)\end(1 + COS(T(t/T))’

5 ®)

where ¢ and T are the current training iteration and the total
number of iterations; A¢nq sets the maximum value for \ at
the last training iteration.

Knowledge distillation via infinite feature augmenta-
tions We perturb the pixel features S; by N times to cre-
ate N augmented features {S}, ..., SV }. The student clas-
sifier produces predictions OZS from these augmented fea-
tures. FAKD aligns the teacher’s predictions O7 with the
student’s predictions on augmented features O~ZS . By distill-
ing the knowledge via extra augmented data, the student can
learn a diverse set of patterns from the teacher. Fig. 2 shows
the overview of our proposed FAKD.

We reformulate the CWD loss in Eq. 3 to account for
augmented examples. Let OZC denote the channel-wise

probability outputs of the teacher, ZZS 2" denote the logits
for the n-th augmented features. The reformulated CWD
loss in Eq. 3 is defined as

M Co N
s AT O?clog
EPRPREPRN

i=

exp Zisén
M Sn '
ijl exp Z;. /T

With a large [V, the information from the teacher can be
leveraged more sufficiently. We consider an extreme case
such that N grows to co. With infinite augmentations, the
expectation over the set of all possible augmentations is op-
timized instead. Replacing ZZS = /LU;I—SZL + b into Eq. 6
and taking expectation over co augmented samples, the loss

(6)
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function becomes
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Computing the loss function as in Eq. 7 is difficult. Hence,
we derive an upper bound that is more tractable, given by
the following proposition.

Proposition 1. Suppose that S; ~ N (84, AiX;), we have

2 M C
L < = > 0L
=1 c=1
T .
10g{ZeXp ST Sk) n w, (Aczz;kkzk)wc} }

®)

The supplementary material provides detailed proof for
Proposition 1. By minimizing the tractable surrogate loss in
Eq. 8, the student learns to mimic the teacher via an infinite
number of implicit augmentations.

With the same process, we derive the upper bound for
pixel-wise distillation as follows.

1 M C
1Z< 4 30!
i=1 c=1
C

log Z

k=1

AwkS + by — be + /\AwkE Awk) ,
©)

where Awy, = w] — w,. The proposed FAKD method is
summarized in the Algorlthm 1. Given a training set D and
the coefficient A for controlling augmentation’s strength, we
initialize the covariance matrix X for all classes with zero.
For each mini-batch, we feed-forward training samples to
obtain features, logits, and outputs. We update the intra-
class covariance matrix X by aggregating features .S within
each class. The coefficient A incrementally updates based
on the current training step. Finally, parameters of the stu-
dent model will be optimized with the corresponding loss.

4. Experimental Results
4.1. Experimental Setup

Dataset. We employ four popular semantic segmentation
datasets to conduct our experiments. ADE20K [72] con-
tains 20k/2k/3k images for train/val/test with 150 semantic
classes. Cityscapes [7] is an urban scene parsing dataset
that contains 2975/500/1525 finely annotated images used
for train/val/test. And the performance is evaluated on 19

Algorithm 1 The FAKD framework

Teacher: Teacher network with extraction function f; and
classification function g;

Student: Student network with extraction function fs and
classification function g;;

Input: Training image dataset D, coefficient A and a co-
variance matrix X initialized with zero;

for step = 1, ..., nNgpeps do

X, Y=Sample(D),

o' = gt(ft(X)),

S=fs (X ),

0% = gs (S ) s

update coefficient A with current step,

update 3 with S, Y and step,

compute augmentation loss L, based on Eq. 8 or. 9,
final loss = L¢g(O®%,Y) + Layg

minimize the loss and update student parameters 6;

end

classes. Pascal Context [29] provides dense annotations
which contains 4998/5105/9637 train/val/test images. We
use 59 object categories for training and testing. Pascal
VOC contains 21 classes including 20 object categories and
one background class. Following the procedure of [6,67],
we use augmented data with annotation of resulting 10582,
1449, and 1456 images for train/val. Our results are all re-
ported on the validation set.

Evaluation metrics. For quantitative evaluation, we report
the mean intersection over union (mloU) and pixel accu-
racy (mAcc), which are standard metrics for segmentation
evaluation. For qualitative evaluation, we visualize the seg-
mentation results of all methods and present them in the
supplementary materials.

Network architectures. On each dataset, the same series
of teacher models and student models are used.

Implementation details. Following the standard data aug-
mentation, we employ random flipping, cropping and scal-
ing in the range of [0.5, 2]. All experiments are optimized
by SGD with a momentum of 0.9, a batch size of 16, and
512 x 512 crop size. We use an initial learning rate of 0.01
for ADE20K, Cityscapes, and Pascal VOC. In addition, we
use an initial learning rate of 0.004 for Pascal Context. The
number of total training iterations is 40K. Following pre-
vious methods [6,67], we use the poly learning rate policy
where the current learning rate equals the base one multi-
plying (1 #;”)0'9.

Baseline methods. On each dataset, we compare with
state-of-the-art segmentation distillation methods including
SKDS [24], IFVD [18] and CWD [38], CIRKD [51]. We
re-run SKDS, IFVD, CWD and FAKD on 4 NVIDIA V100
GPUs. Due to the limitation of GPU memory, we re-run
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Table 1. Performance comparison with state-of-the-art distillation methods over various student and teacher CNN based segmentation
networks on ADE20K. All of the students’ backbones except that with T are initialized with the pre-trained weights on ImageNet classifi-

cation.
Teacher PSPNet PSPNet HRNet DeeplabV3Plus ISANet
Student PSPNet-R18 PSPNet-18F HRNet18s Deeplab-MV2 ISANet-R18
Methods | mloU mAcc(%) | mloU mAcc(%) | mloU mAcc(%) | mloU mAcc(%) | mloU mAcc(%)
Teacher | 44.39 54.74 44.39 54.74 42.02 53.52 45.47 56.41 43.80 54.39
Student | 29.42 38.48 17.11 22.99 28.69 37.86 22.38 31.71 27.68 36.92
SKDS 31.80 4225 20.79 27.74 30.49 40.19 24.65 35.07 28.70 38.51
IFVD 32.15 42.53 20.75 27.60 30.57 40.42 24.53 35.13 29.66 39.80
CIRKD | 32.25 43.02 22.90 30.68 31.34 41.45 25.21 36.17 29.79 40.48
CWD 33.82 42.41 25.14 34.13 31.36 39.68 26.89 35.79 34.69 43.05
Ours 35.30 44.06 26.96 34.13 3246 41.92 28.29 38.31 35.74 44.55

Table 2. Performance comparison of different distillation methods models. Current SOTA methods introduces sophisticated

over various Transformer architectures on ADE20K.

Teacher Swin-Base Segformer-B3 DeiT-Base
Student Swin-Tiny Segformer-BO DeiT-Tiny
Method | mIoU(%) mAcc(%) | mloU(%) mAcc(%) | mloU(%) mAcc(%)
Teacher | 50.13 61.39 50.00 60.02 48.80 64.04
Student | 43.57 51.70 38.00 48.76 41.10 49.10
SKDS 43.58 53.63 38.43 49.38 41.90 51.13
IFVD 43.75 54.03 38.72 49.65 41.16 50.79
CIRKD | 43.32 54.10 38.88 49.70 41.64 52.66
CWD 44.99 56.01 3891 49.22 44.25 53.24
Ours 45.64 58.38 39.52 50.29 45.64 57.36

CIRKD on 4 NVIDIA A100.
4.2. Comparisons with State-of-the-art Methods

ADE20K. For a fair comparison, we follow the experi-
mental settings in [24, 38, 49, 51] and apply our FAKD
to standard compact networks: PSPNet with ResNetl8
backbone [67], HRNet-W18 [44], Deeplab-v3+ with Mo-
bileNetV2 backbone [37], ISANet with ResNet18 [19]. Ta-
ble | presents the comparisons between the proposed FAKD
with other state-of-the-art methods on various network
structures. The proposed FAKD consistently boosts the
performance of the student by 19.99%, 57.57%, 13.14%,
26.41%, and 29.12% on 5 different network structures.
Compared to state-of-the-art (SOTA) distillation meth-
ods, our FAKD significantly outperforms the second-best
method, i.e., channel-wise distillation (CWD) [38] by
4.38%, 7.24%, 13.14%, 26.41%, and 29.12% on all 5
network structures. Additionally, our method drastically
improves the mIoU of PSPnet-R18" by 57.5% when the
student model has not been pre-trained on the large-scale
dataset, i.e., ImageNet.

We conduct experiments to benchmark distillation per-
formance on three Transformer architectures: Swin Trans-
former [26], Segformer [50] and DeiT [42]. Table 2 shows
that our FAKD consistently outperforms recent distilla-
tion methods on all Transformer models. Notably, our
FAKD significantly increases mloU of CWD and CIRKD
by 3.14% and 9.61% when applied to DeiT, highlighting
our method’s effectiveness in state-of-the-arts Transformer

distillation objectives; yet, low-capacity students struggle
to mimic the classification ability of powerful teachers. To
relieve the capacity gap problem, our method provides the
student with a rich set of augmented data, enabling effective
learning from a diverse set of teacher’s feature patterns.

Pascal Context. Table 3 summarizes our results on Pas-
cal Context validation set. Our method achieves the best
performance among all settings. It surpasses the compet-
ing method CWD [38] from 0.5% to 2% improvement on
PSPnet-R18, HRNet18s, and Deeplab-MV?2.

Table 3. Performance comparison with state-of-the-art distillation
methods over various student and teacher segmentation networks
on Pascal Context.

Teacher PSPNet HRNet DeeplabV3Plus
Student PSPNet-R18 PSPNet18s Deeplab-MV?2
Methods | mIoU mAcc(%) | mloU mAcc(%) | mloU mAcc(%)
Teacher | 52.47  63.15 |51.12 61.39 |5320 64.04
Student | 43.07 53.79 |40.82 51.70 |37.16 49.10
SKDS 4393  54.01 4291 53.63 |39.18 51.13
IFVD 4475 5499 |43.12 54.03 |38.80 50.79
CIRKD |44.83 5530 |4345 54.10 |39.99 52.66
CWD 4592 5555 | 4550 56.01 |4252 5324
Ours 46.37 5639 |45.61 56.13 |4344 54.29

Cityscapes. Table 4 presents the comparative results on the
Cityscapes dataset. Training via FAKD, the student’s mIoU
improves by 8.35%, 2.93%, 5.09%, 1.39%, respectively.
The proposed FAKD achieves the best performance across
various student networks. Particularly, our FAKD consis-
tently outperforms CWD by up to 1.15% across all network
structures. This shows that our method enhances the stu-
dent’s performance from natural scenes, i.e., ADE20k to
road scenes, i.e., Cityscapes.

Pascal VOC. In Table 4, we show the segmentation per-
formance of various distillation methods on Pascal VOC.
The proposed FAKD consistently outperforms state-of-the-
art KD methods.
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Table 4. Performance comparison with state-of-the-art distillation methods over various student and teacher segmentation networks on

Cityscapes dataset and Pascal VOC dataset.

Teacher PSPNet HRNet DeeplabV3Plus ISNet
Dataset Student PSPNet-R18 HRNet18s Deeplab-MV2 ISANet-R18
Methods | mloU mAcc(%) | mloU mAcc(%) | mloU mAcc(%) | mloU mAcc(%)
Teacher 79.74 86.56 80.65 87.39 80.98 88.70 80.61 88.29
Student 68.99 75.19 73.77 82.89 70.49 80.11 71.45 78.65
SKDS 69.33 75.37 74.75 83.23 70.81 79.31 70.65 77.53
Cityscapes IFVD 71.08 77.46 75.33 83.83 71.82 80.88 70.30 77.79
CIRKD 72.23 78.79 74.63 83.72 72.39 81.84 72.00 79.32
CWD 74.29 80.95 75.54 84.08 73.35 82.41 71.61 80.02
Ours 74.75 82.00 75.93 84.75 74.08 83.83 72.44 81.04
Teacher 78.52 86.11 76.24 84.95 78.62 86.55 78.46 87.33
Student 70.52 81.04 67.47 78.99 62.56 80.09 68.71 79.81
SKDS 70.35 80.22 67.58 79.10 62.85 80.25 67.86 80.47
Pascal Context | IFVD 70.92 81.31 67.50 78.89 67.50 78.89 69.11 80.93
CIRKD 70.13 80.24 67.36 79.22 63.57 79.63 69.0 80.83
CWD 73.36 82.63 68.39 79.78 67.61 82.03 72.83 83.99
Ours 73.97 82.96 69.04 80.37 67.62 82.13 73.17 84.25

4.3. Ablation Study

We conduct experiments to explore the effectiveness of

our methods under different knowledge distillation settings.
All ablation experiments are carried out on the ADE20k
dataset, which is a standard benchmark for knowledge
distillation. We choose PSPnet-R101 as the teacher and
PSPnet-R18 as the student.
Effectiveness of augmentation loss. We analyze the ef-
fectiveness of the proposed augmentation loss objective
by comparing the non-augmentation loss objectives, i.e.,
pixel distillation (PD) [17] and channel-wise distillation
(CWD) [38] with their augmentation version proposed in
ours, i.e., Lpp®, Loys. Table 5 shows that our proposed Lpp®
and L& improve upon the non-augmentation loss PD and
CWD by 4.38% and 3.43%, respectively. We hypothesize
that augmenting infinite samples as in our FAKD allows
the student to preserve the decision boundary of the teacher
model.

Table 5. Ablation study of different equations on ADE20K. In-
troducing infinite samples in £pp and cw p both bring improve-
ments.

Methods | mloU mAcc(%)
lpp 31.75 4223
o 32.84 4233
Loew D 33.82 42.41
ogvp 3530 44.06

Analysis of augmentation strength coefficient \. Our
augmentation loss L?}‘%V p has coefficient A which controls
the strength of augmentation. Here, A starts with zero
and incrementally increase to the maximum value A¢yq via
a cosine schedule. As shown in Table 6, we investigate

the impact of the maximum A in our FAKD. We find that

Aend = 1.0 is the best choice.

Table 6. Experiment for different Acnd, which is the maximum
value for coefficient A controlling the augmentation strength in
our proposed augmentation loss.

Aend | mIoU  mAcc(%)
0.5 35.06 4391
1.0 35.30 44.06
1.5 34.63 42.97
2.5 31.95 39.04

2II |
0t III-II -

. . . . .
0 20 40 60 80
Classification of difficult samples according to mloU

Performance Improvement

Figure 3. Performance improvement on different classes sorted by
difficulty. The difficulty is ranked by the model performance, i.e.,
the lower the mloU, the harder the class. The x-axis represents the
difficulty. The y-axis represents the improvement of our FAKD
over CWD.

Analysis of FAKD on hard examples. This section ana-
lyzes the efficiency of FAKD on hard examples. The sam-
ple’s difficulty is determined by the model performance,
i.e., the lower the mloU, the harder the example. Fig. 3 an-
alyzes the improvement of our FAKD upon CWD [38] on
each class. Our method significantly improves the student’s
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(a) Image

(b) w/o co-variance

(c) w/ co-variance

proposed FA is more efficient than IA. IA only has a limited
number of operations. This leads to the sparse distribution
of augmented samples, which causes difficulty for the stu-
dent to learn. In contrast, our proposed FA produces an
infinite number of samples. This creates the dense distribu-
tion of augmented data is dense, thus allowing the student
to discover the teacher’s diverse patterns.

Table 7. Performance comparison of different augmentation tech-
niques for knowledge distillation. WDA: image-level weak data
augmentation. SDA: image-level strong data augmentation. FA:
the proposed feature augmentation.

Figure 4. Visual samples of model’s features with or without co-
variance. By implicitly augmenting the feature with co-variance,
the activation of the meaningful region is strengthened.

performance on difficult samples whose classification rates
are less than 40% mloU.
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Figure 5. Per-class mloU of CWD and our FAKD. Our FAKD
improves more significantly on hard classes.

We also visualized the feature maps as shown in Fig. 4.
Our proposed FAKD better highlights problematic regions.
This show that augmenting data allows the student to fo-
cus more on learning hard pixels. Per-class IoU scores are
shown in Figure 5.

Comparisons with image-level augmentations. We ana-
lyze the efficiency of our feature augmentation (FA) com-
pared with image augmentation, as shown in Table 7. All
methods apply standard weak data augmentations such as
normalization, random flip, and padding. Image augmen-
tation (IA) applies strong data augmentations (SDA) in-
cluding color jittering, blurring, equalizing, and random
grayscaling, which are widely used for learning discrimi-
native representations [11, 13,41]. Table 7 shows that our

Methods | WDA  SDA FA | mloU mAcc(%)
CWD v - - 3353 4171
CWD v v o= 3332 4160
CWD (Ours) | v -V 3532 444
CWD v v v | 3464 4376

Effectiveness of FAKD under limited training data. We
analyze the efficiency of the proposed data augmenta-
tion strategy for distillation under limited training data on
ADE20K. Fig. 6 shows the correlation between student per-
formance and the percentage of data to be used for train-
ing. The strong augmentation has incremental improvement
when using less than 30% training data, but will have nega-
tive impacts when more training samples are avaiable. Our
proposed FAKD is more effective than image-level augmen-
tations under various limited data splits.

~—— No KD

— CWD

—— CWD + strong aug

—— FAKD

10 15 20 25 30 35 40 45 50
% data

Figure 6. Performance of different methods under limited data.

5. Conclusion

This paper presents a novel feature augmented knowl-
edge distillation (FAKD) method for semantic segmentation
which increases the training samples for the student net-
work in the feature space. Extensive experiments on four
public segmentation datasets show the effectiveness of our
FAKD for different network structures. Our method demon-
strates superiority in long-tail problems. The performance
for classes with fewer training samples has been improved
by a large margin.
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