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Abstract

Cross-modal Steganography is the practice of conceal-
ing secret signals in publicly available cover signals (dis-
tinct from the modality of the secret signals) unobtrusively.
While previous approaches primarily concentrated on con-
cealing a relatively small amount of information, we pro-
pose THInImg, which manages to hide lengthy audio data
(and subsequently decode talking head video) inside an
identity image by leveraging the properties of human face,
which can be effectively utilized for covert communication,
transmission and copyright protection. THInImg consists
of two parts: the encoder and decoder. Inside the encoder-
decoder pipeline, we introduce a novel architecture that
substantially increase the capacity of hiding audio in im-
ages. Moreover, our framework can be extended to itera-
tively hide multiple audio clips into an identity image, of-
fering multiple levels of control over permissions. We con-
duct extensive experiments to prove the effectiveness of our
method, demonstrating that THInImg can present up to 80
seconds of high quality talking-head video (including au-
dio) in an identity image with 160×160 resolution.

1. Introduction
Steganography is the art of discreetly embedding secret

signals into overt signals, known as cover media, to ensure

that only authorized recipients possess the capability to ex-

tract and decipher these concealed signals from the cover

media [4, 22, 24, 46, 49]. In the process of steganography,

cross-modal steganography means that the secret signals

and the cover signals have different modalities. It is neces-

sary for cross-modal steganography to unify the data from

different modalities into a consistent format before conceal-

ing secret data, followed by the translation of the data for-

mat back to its original mode during the recovery process.

However, how to align the data of different modalities and
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Figure 1. The pipeline of THInImg to hide lengthy audio data

in identity images and generate talking head videos (with audio)

from the images.

embed a large amount of secret signals in cover signals in-

conspicuously remains a significant challenge nowadays.

Cross-modal steganography encompasses various cate-

gories, and hiding audio in images is one of them. Several

research efforts have ventured into exploring this aspect.

Traditional methods typically hide data in the spatial or

transformation domains through manual design. The least

significant bits (LSB) algorithm, being the most commonly

utilized among these methods, leverages the least signifi-

cant bits of the cover media to conceal information. Aa-

garsana et al. [1] apply this algorithm to hide audio signals

in RGB images in spatial domain. Similarly, Hemalatha et
al. [15] use this algorithm to hide audio signals in YCbCr

images in the transform domain using integer wavelet trans-

form. However, as the limited number of insignificant

bits in the cover media, only a small number of bits can

be utilized when using the LSB algorithm. Consequently,

the effective hiding capacity of secret information remains

considerably limited. Recently, some deep learning meth-

ods have been proposed in cross-modal steganography to

improve the hiding effect. For instance, Huu et al. [16]

achieve embedding a 4 second audio clip with short-time

fourier transform (STFT) format in a 255×255 image by

using deep convolutional neural network (DCNN) model.

Gandikota et al. [13] utilize the generative adversarial net-

works (GAN) model to hide a 2 second audio clip in a

128×128 image. It is clear that the length of concealed au-
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dio in the aforementioned works are not enough. This is

because of two primary reasons. First, audio data typically

has a larger size compared to image data. For instance, the

bit count of a 20-second raw audio clip is approximately

2.33 times that of a 160 × 160 image. Second, the human

auditory system (HAS) demonstrates a heightened sensitiv-

ity to fluctuations in audio frequencies and the presence of

noise. Therefore, the concealment and recovery of lengthy

audio data are difficult.

In this paper, with the aim of expanding the generaliza-

tion and usefulness of our system, we not only focus on hid-

ing and recovering lengthy audio data in images, but also

extend to decode human talking heads. In this way, our

system can be applied in various scenarios, including but

not limited to: 1) We enable covert video communication

among multiple people/parties, ensuring privacy and con-

tent confidentiality. Furthermore, with solely image trans-

mission instead of video, our system reduces video commu-

nication’s bandwidth demands. 2) Visually indistinguish-

able facial photos can be personalized for different viewers

by using different decoders, like e.g. ”working” or ”leisure”

themed videos. 3) We can embed copyright information

into images to provide evidence of image source and owner-

ship. As shown in Fig. 1, our system consists of encoder and

decoder for encoding and decoding the audio-visual infor-

mation. By using vast prior knowledge of human face, talk-

ing head generation methods [7,8,48] can obtain vivid talk-

ing head videos by an identity image and speech. We apply

a talking head generation model in the decoder to take the

advantage of this characteristic. To increase the hidden au-

dio capacity, we innovatively propose a hiding-recovering

architecture, which compressing data during the steganog-

raphy process, and the compressed data (acoustic features)

approach to 2/7 of its original size. This compression em-

ploys non-uniform techniques, aligning with human non-

linear auditory perception. Consequently, while increasing

capacity, audio quality restoration is ensured.

To support multiple access levels in our system, we fur-

ther propose to hide various audio clips in the image itera-

tively, which enables the reconstruction of diverse talking-

head videos and their corresponding audio at varying access

levels. Extensive experiments are conducted on both single-

speaker and multi-speaker databases to demonstrate the ef-

fectiveness of our system. The results indicate that each

container image can be decoded to different lengths (up to

80 seconds) of high quality videos with audio.

In summary, our main contributions are as follows:

• To the best of our knowledge, we are the first to hide

lengthy audio data (and subsequently decode talking

head video) inside an image.

• We present a hiding-recovering architecture to signifi-

cantly increase the capacity of hiding audio in images,

enabling our THInImg to decode high-quality videos

(including audio) of various lengths, up to 80 seconds

for each image.

• Our THInImg system provides support for multiple ac-

cess levels, enabling the iterative embedding of multi-

ple audio clips into a single image, different talking-

head videos can be decoded at each level.

2. Related Work
2.1. Cross-Modal Steganography

In recent years, numerous steganography methods have

emerged, enabling the concealment of secret information in

a diverse range of data types such as images, videos, and

audio. Among them, images are the most commonly used

ones that can be used as cover media [4,5,36]. Researchers

have been able to embed many different forms of informa-

tion in cover images. For example, Tancik et al. [34] intro-

duce a learned steganographic algorithm to enable hiding

hyperlink bit-strings in images. Watermarks are discreetly

embedded in images to safeguard copyright, and they find

extensive usage in interactive mobile applications [11, 27].

Moreover, the video data is frequently favored as a kind of

cover media for cross-modal steganography due to its sub-

stantial size and the statistical intricacy of its diverse fea-

tures [26]. For example, Wengrowski et al. [40] develop a

deep photographic steganography network to obscure light

field messaging in the video. Besides, Lu et al. [23] hide

an image set in videos to protect the biometric data dur-

ing transmission for secure personal identification. Note-

worthy, various audio communication solutions have been

widely applied in the industry, making audio data a suitable

type of cover media. Cui et al. [9] propose a framework

to obscure images into audio, which is the first to link both

image and audio media in steganography. Yang et al. [43]

first accomplish the concealment of videos in cross-modal

steganography by compressing the video data and embed-

ding it into audio signals. In this paper, we hide talking

heads in images by using human-face properties, which is

first to embed lengthy audio-visual information in cover .

2.2. Audio-Driven Talking Head Generation

With the rapid development of deep learning techniques,

many approaches to generating audio-driven talking head

have been introduced in recent years [6,7,17,30–32,37,45].

At the early stage of the talking head study, researchers

focus on generating talking-face videos by driving face re-

gions cropped in video frames. For instance, Chung et
al. [7] first suggest to create a video of the target face lip-

synced with the audio. However, this idea does not con-

sider the time-dependency across video frames, resulting in

abrupt lip movements. After that, Song et al. [31] incorpo-

rate the time-dependency of image and audio features in the
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Figure 2. The overall framework of THInImg. The encoder generates container images. Talking head videos are generated in the decoder.

recursive units of their generation network. Nevertheless,

the methods illustrated above consider only the face area,

without the head movement and background, which makes

the generated video unrealistic.

Later, to improve the realism of the generated video, the

video generation process encompass not only the facial re-

gion but also the person’s neck, hair, and the background.

For example, Suwajanakorn et al. [32] focus on lip syn-

thesis first then embed it into the original video to get a

real video of Obama. Indeed, the model’s usability is con-

strained to a particular individual and it necessitates a sub-

stantial amount of training data in the form of long videos

specific to that person. To address this limitation, Zhou et
al. [48] and Yi et al. [45] develop more generalized models

by integrating landmarks and 3D facial data, respectively.

In our work, we apply the audio-driven talking head gener-

ation model to decode videos from the identity image.

Recently, there are also some works about talking-head

video compression [2, 14, 35, 39]. Cleverly leveraging gen-

erative models, Wang et al. [39] only needs to store a few

frames and the key facial landmark information for each

frame during the transmission process. Furthermore, video

interpolation and super-resolution techniques are incorpo-

rated at the receiving end to further reduce the required

number of bits [2]. In contrast to them, we not only reduce

the video bit rate to the size of an image, but also enable

covert communication.

3. Proposed Method
3.1. Encoder-Decoder

Our THInImg can be seen as a new cross-modal

steganography method to encode lengthy audio and decode

talking head videos solely in an identity image. As shown

in Fig. 2, THInImg consists of encoder and decoder.

Encoder. In the encoder, our primary purpose is to generate

the container image Ic by hiding the speech content in the

identity image Ii. Formally, the encoder of our THInImg

system can be expressed as:

Ic = E(Ar, Ii), (1)

where E(·) denotes the operation of the encoder, and Ar is

the raw audio.

Decoder. Decoding videos from a given container image

requires two steps: recovering the audio signal and adapt-

ing a talking-head animating model G(·) to generate videos.

The formula is as follows:

Ot = D(Ic) = G(Rec(Ic)), (2)

where D(·) is the decoder, Rec(·) represents the recover-

ing architecture that performs the recovering operation, and

Ot is the generated result video. In details, we apply the ar-

chitecture in [48], which is the state-of-the-art image-driven

generation approach available, to produce plausible talking-

head animations with facial expressions and head motions.

3.2. The Hiding-Recovering Architecture

As depicted in Fig. 2, we propose a hiding-recovering

architecture to efficiently hide lengthy audio data, in-

cluding compression-decompression of the raw audio and

embedding-revealing of the compressed acoustic features.

In the process, we need to compress the raw audio before

embedding and decompress it after revealing.

Audio compression-decompression. Most existing audio-

related steganography models either directly reshape the

raw audio data into audio tensors [9] or use the short-

time Fourier transform (STFT) to calculate audio ten-

sors [21, 44]. We innovatively apply non-uniform com-

pression Com(·) to the audio, aligned with the non-linear

auditory perception of humans, to significantly reduce the

amount of data that needs to be hided while ensuring min-

imal audio quality loss. By this way, we choose the Mel-

spectrogram be the compressed acoustic features, which can

better map the human auditory perception [10]. After get-

ting the Mel-spectrogram, by splitting and stitching it into

c channels (the calculation is in Sec. 4.4), we get As as the

input to be embedded, in which the length and width are

consistent with the identity image. Thus the formula of au-

dio compression is:

As = Comp(Ar). (3)
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Figure 3. The detail composition of one of 8 embedding-revealing

blocks in our uniform module.

Obviously, when obtain the revealed audio signal ArR

from the container image Ic, we need to decompress the raw

audio waveforms Ae from the Mel-spectrogram, and apply

the DCNN model - WaveNet vocoder [33] as decompressor.

Similarly, the formula of audio decompression is:

Ae = Decomp(ArR). (4)

The Embedding-revealing Module. We introduce an

invertible neural networks (INN) based network [3, 12,

19, 22, 28, 41, 42, 47] to embed and reveal As uniformly,

which has been demonstrated for efficient image process-

ing [19,22,47]. Our embedding and revealing module is in-

vertible, and it conducts both forward and backward propa-

gation operations synchronously for enabling efficient train-

ing. When the module is propagating forward, we embed

As in Ii to output Ic as Equ. (4). Similarly, when the module

is propagating backward, we reveal the Mel-spectrogram

AsR and the facial image IiR from Ic:

(AsR , IiR) = Rev(Ic), (5)

where Rev(·) represents the module that performs the re-

vealing operation.

In more detail, the INN-based module consists of several

invertible embedding-revealing blocks (8 in our method).

The specific structure of each block is shown in Fig. 3.

When the i-th block in our network propagates forward, it

performs the operations in the embedding block:

Ii
i+1 = Ii

i + Ei,1(As
i),

As
i+1 = As

i ∗ ES(Ei,3(Ii
i+1)) + Ei,2(Ii

i+1),
(6)

where As
i and Ii

i are the input of the i-th block. Ei,j(·)
represents the j-th (j = 1, 2, or 3) encoding module in the

i-th block, which can be any form of neural network ar-

chitecture. In our experiment, Ei,k is the residual block.

ES(·) refers to the sigmoid function followed by the expo-

nent. We use ES(·) as a multiplier to strengthen the en-

coding ability. Likewise, when propagating backward, the
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Recovered
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Figure 4. The diagram of nested embedding architecture with N
iterations. The left part is for encoding and the right is for decod-

ing, and the same color boxes mean same contents.

network performs the operations in the revealing block:

As
i =

As
i+1 − Ei,2(Ii

i+1)

ES(Ei,3(Ii
i+1))

,

Ii
i = Ii

i+1 − Ei,1(As
i).

(7)

Here As
i+1 and Ii

i+1 are the input of the i-th block in the

backward operations.

3.3. Nested Embedding Architecture

As shown in Fig. 4, we can cascade multiple embedding-

revealing modules to form a nested embedding architecture,

which enables the iterative hiding of various audio clips for

giving different users different access levels. To ensure the

effectiveness of the entire system simultaneously, we adopt

an end-to-end training approach for the architecture. Here,

we detail an example of a two-layer nested embedding ar-

chitecture, which can be easily extended to multiple layers.

The first layer network E1 serves the same purpose as the

above base module in Sec. 3.2, embedding the speech infor-

mation of the first iteration As1 into the identity image Ii to

get the container image Ic. Moreover, As1 acts as the con-

tainer in the second layer network E2 to embed the speech

information of the second iteration As2 . As before, the net-

work is propagating forward during encoding:

As1 = E2(As2 , Ac),

Ic = E1(As1 , Ii),
(8)

where Ac represents the cover media of E2. When Ic needs

to be decoded, the network conducts backward propagation:

(As1R
, IiR) = E1R(Ic),

(As2R
, AcR) = E2R(As1R

),
(9)

where As1R
and As2R

denote the speech information de-

coded by the first and second iterations of Ic. E1R and E2R

represent the recovering operation of the network during the

decoding process, while IiR and AcR are the obtained cover

media, respectively.
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3.4. Loss Function

The purpose of the embedding-revealing module in

Sec. 3.2 is twofold. Firstly, both Ic and IcR need to be as

similar as possible to the identity image Ic, so their loss

functions can be expressed separately as:

�C =
1

N

N∑

i=1

‖Ic − Ii‖2, (10)

�I =
1

N

N∑

i=1

‖IiR − Ii‖2. (11)

Here N represents the number of the training images. In ad-

dition, the AsR recovered from Ic should be consistent with

the original As, which can be expressed by the following

formula:

�A =
1

N

N∑

i=1

‖AsR −As‖2. (12)

Therefore, the final training loss is defined as a weighted

sum of the losses mentioned above:

�tr = λC�C + λI�I + λA�A, (13)

where λC , λI and λA refer to the balanced weights. To ob-

tain the container image Ic and recovered Mel-spectrogram

AsR , we set λC = λA = 32, λI = 1 during training.

The architecture in Sec. 3.3 contains two embedding-

revealing modules, both of which employ the loss function

described above and perform end-to-end training. There-

fore, the loss of the architecture during training can be fur-

ther expressed as:

�tr = �tr1 + �tr2 , (14)

where �tr1 and �tr2 represent the loss of the two embedding-

revealing modules, respectively.

4. Experiments

4.1. Datasets

We use a facial image database, a single-person speech

database, and a multi-person speech database in our experi-

ments.

FFHQ The FFHQ Database [18] consists of 70,000 high-

quality identity images and contains considerable variation

in terms of age, ethnicity, and image background.

LJ Speech The LJ Speech Database consists of 13,100
short audio clips of passages from 7 non-fiction books read

by a single speaker. The audio clips vary in length from 1

to 10 seconds and have a total utterance duration of approx-

imately 24 hours.

CMU-ARCTIC The CMU-ARCTIC Database [20] is a

multi-person speech database. We use speech data of 7

speakers in the database: bdl, slt, jmk, awb, rms, clb, and

ksp. The total number of utterances is about 1,132 per

speaker, and the total length is about 1 hour per speaker.

4.2. Metrics

We employ Perceptual Evaluation of Speech Quality

(PESQ) [29] as a quantitative metric to objectively assess

audio quality, which ranges from -0.5 to 4.5. The Percep-

tion based Image Quality Evaluator (PIQE) [38] is used to

assess the generated talking-head video quality. The range

of PIQE metric is 0 to 100, with lower values indicating

higher video quality. We incorporate Mean Opinion Score

(MOS) to obtain human evaluations regarding audio-visual
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Database LJ Speech CMU-ARCTIC

Form\0∼10s
Container image Extracted video Container image Extracted video

PSNR SSIM PESQ PIQE PSNR SSIM PESQ PIQE

Raw audio 41.50 0.979 1.855 46.87 38.08 0.965 2.026 47.53

STFT 55.94 0.999 1.697 46.77 53.20 0.998 2.132 46.23
Comp-Decomp 41.50 0.979 3.639 46.59 44.66 0.989 3.215 46.23

Table 1. Quantitative comparison with different methods, audio lengths ranging from 0∼10s for each image.

Figure 6. The decoded audio and video frames corresponding to different audio lengths in the LJ Speech database.
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Figure 7. MOS values comparison across methods, with separate

statistics for generated talking-head videos from two databases.

information quality. Peak Signal-to-Noise Ratio (PSNR)

and Structural Similarity Index Metric (SSIM) metrics are

utilized to evaluate the visual quality of container images.

4.3. Implementation Details

We conducted two sets of experiments: One is us-

ing FFHQ images and audio clips from the single-person

database LJ Speech, the training set consisted of 12,522

audio clips, and the testing set comprised 578 audio clips.

Each paired with an equivalent number of images. Simi-

larly, the other is using equal number of images from FFHQ

database and audio clips from multi-person speech database

CMU-ARCTIC, a training set of 7,580 utterances and a test-

ing set of 350 utterances are utilized. To ensure fairness, an

equal number of utterances were randomly selected from

each person in the CMU-ARCTIC database for training.

In addition, to verify effectiveness of the nested embed-

ding architecture, we conduct experiments on LJ Speech

database using a two-layer architecture as an example. The

first half of the training and testing sets are for the first layer

network, and the second half is for the second layer.

Input The images are resized to 160 × 160 resolution and
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Database LJ Speech CMU-ARCTIC

Time range
Container image Extracted video Container image Extracted video

PSNR SSIM PESQ PIQE PSNR SSIM PESQ PIQE

0∼20s 39.72 0.970 3.370 46.68 40.44 0.976 3.107 46.43

0∼40s 30.85 0.895 3.111 48.14 37.00 0.954 2.880 47.18

0∼80s 28.25 0.811 2.482 45.92 30.03 0.893 2.382 49.23

Table 2. Quantitative results of embedding different ranges of audio lengths in the THInImg system.

O
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s
G

T

PSNR:29.60 PESQ:2.903 PESQ:2.726

100th 400th 700th 1000th 1300th 100th 500th 900th 1300th 1700th 2100th1600th

The First-layer Result (0~40s) The Second-layer Result (0~40s)

Figure 8. Visual results of the double-layer nested embedding architecture in hiding 0∼80s audio. Results for other audio length ranges

are in the supplementary material.

the audio clips are adjusted to 16kHz. For the processing

of the audio, spectrum is represented by applying the STFT

with 1,024 FFT frequency bins and a sliding window with a

shift 256. The number of Mel filters for compressing is 80.

Training The proposed algorithm is implemented in Py-

torch [25], and an Nvidia 2080Ti GPU is used for accel-

eration. We train the decompressor for 2000 epochs in all

experiments, while the embedding-revealing module and

its double-layer nested hiding architecture for 100 epochs.

The ADAM optimizer is applied for all networks, while the

learning rate is set to 2e-4 and 1e-2.

4.4. Performance Experiments

Verification of audio compression-decompression ef-
fectiveness. We demonstrate the effectiveness by compar-

ing the hiding-recovering architecture with two methods

without compression. The architectures of two methods are

applied with the raw audio data and STFT, respectively. Be-

tween them, we regard the architecture utilizing raw audio

data as the baseline. The architecture using STFT, which is

applied in [13, 16], as a method to improve the baseline.

To enable each image to obscure different lengths of

speech, we randomly select the audio length correspond-

ing to each image from 0 to 10s both during the training

and testing processes. We reshape each of the three for-

mats of data into a tensor with the size of h×w× c, where

h = w = 160, whose value is the same as the image size.

The STFT spectrum is complex with a form of a+bi, so we

need to embed both the real part a and the imaginary part

b. Adjusting different window sizes of the STFT spectrum

can control the size of the input tensor as h× w × c. After

the standardization, we get c = 2 for the Mel-spectrogram,

c = 7 for the raw audio and c = 4 for the STFT spectrum.

Analysis of quantitative results. The results on both

single-speaker and multi-speaker databases are presented in

Tab. 1. We can see that only the results obtained using Mel-

spectrogram as input achieve high scores for the recovered

audio. The container image and the generated talking-head

videos obtained using these three audio formats can each

achieve a satisfactory score. The PSNR and SSIM values of

the STFT format are higher than the other two methods, but

the values of its PESQ are unsatisfactory.

Analysis of qualitative results. We present the visual re-

sults of container images and recovered audio in Fig. 5. The

visualization of the recovered audio includes its waveform

plot in the time domain and its Mel-spectrogram plot in the

frequency domain. As can be seen, it is challenging to dis-

cover the difference between the container image of each

method and the original facial image with the naked eye.

However, for the recovered audio, the waveform plots of

the two methods – using raw format or STFT format – are

different from that of the reference audio. In addition, all

waveforms are noisy except for the results obtained using

the Mel-spectrogram as input, especially as shown by the

dashed boxes Fig. 5, which represents gaps in speech. Mel-

spectrogram plots visually indicate that only the third col-

umn method produces similar output with reference audio.

Naturalness MOS. To obtain the subjective mean opinion
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Database LJ Speech

Time range
Container image First video Second video

PSNR SSIM PESQ PIQE PESQ PIQE

0∼20s 39.60 0.967 3.521 46.44 3.414 46.58

0∼40s 36.32 0.938 3.424 47.42 3.280 47.56

0∼80s 30.87 0.864 2.912 49.58 2.857 49.63

Table 3. Quantitative results of hiding different ranges of audio lengths in the THInImg. “First video” and ”Second video” mean the

extracted talking head videos of the first layer and the second layer.

score (MOS) of each method, we randomly selected 2 audio

clips per person in the CMU-ARCTIC database and 6 audio

clips in the LJ Speech database to generate the videos, mak-

ing a total of 20 talking-head videos for rating. We invited

30 participants who rated the samples on a scale of 0∼5

with 0.5 point increments. The testers rate the talking-head

videos by a combination of audio quality and video reality.

As shown in Fig. 7, the highest values are reached when

using the Mel-spectrogram format in both databases.

4.5. Nested Embedding and Capacity Study

We test the THInImg capacity for both the base and
the double-layer nested embedding architectures. We

splice the audio clips in two databases separately to per-

form experiments on embedding speech information of dif-

ferent ranges. The quantitative results of the base single-

layer model are shown in Tab. 2. As the audio lengths in-

crease, the number of channels c in the network increases,

performance decreases for all metrics. It can be seen more

visually in Fig. 6 for single speaker and Fig. 8 for multiple

people that when audio lengths range is less than 40s, the

results are satisfactory for both container images and recov-

ered audio. When the length reaches 80 seconds, although

the audio is noiseless and the Mel-spectrogram plot is ap-

proximately the same, few artifacts in the container image.

The results are shown in Tab. 3 and Fig. 8 for the two-

layer nested embedding architecture. The audio ranges in

the first and second layers are the same, and the audio qual-

ity in the deep layer is slightly worse than that in the shal-

low layer. As mentioned above, the effect is satisfactory but

worsens as the audio lengths increase.

We show that our THInImg can hide and reveal 80 sec-

onds speech with guaranteed quality through experiments.

The recovered audio and the final generated videos of talk-

ing heads are displayed in the supplementary material.

4.6. Discussion about number of nested layers

We observe two interesting phenomena. First, through

Tab. 2 and Tab. 3, when the maximum audio lengths of hid-

ing are 40s and 80s, the qualities of the image and audio

in the two-layer nested architecture are better than the base

single-layer model. It is because when hiding same length

audio, the two-layer nested architecture reduces concealed

audio length in each layer, compared to the base single-layer

model. Therefore, when concealing audio over a longer

range, the two-layer nesting performs more effectively. It

can be inferred that models with higher nested layers tend

to exhibit better performance when the nesting depths are

in an appropriate range. Second, as mentioned in the re-

sults of the nested architecture, the quality of deep layer is

worse than shallow layer. It is easily inferable that the qual-

ity will be degraded when the number of layers reaches a

certain threshold due to the loss incurred from training a

multi-layer architecture exceeds the benefits derived from

less data embedded each layer mentioned in the first point.

As the number of layers continues to increase, excessively

high model loss will result in notably poor quality.

Considering the above two points collectively, the selec-

tion of the number of layers for network nesting is a topic

worthy of discussion when hiding audio of a specific length.

In the future, we will explore several sub-questions arising

from the aforementioned issue, including: 1. Selection of

weights for different layers in multi-layer nesting. 2. The

number of layers can be nested until quality severely de-

grades. 3. Regarding our system, what is the optimal num-

ber of layers for achieving the best results, and does this

choice allow more data (longer than 80s) to be hidden?

5. Conclusion

This paper proposes THInImg, a cross-modal

steganograply method to hide lengthy audio data and

decode the talking-head videos with audio (up to 80 sec-

onds) in 160x160 identity images. There is an encoder and

a decoder in THInImg for encoding audio and decoding

the videos. In the hiding-recovering pipeline, a novel

architecture was introduced to simultaneously increase the

length of concealed audio while ensuring audio quality.

Furthermore, We extended the structure to allow for

nested embedding, providing different access priorities

for users. Numerous experiments have been conducted to

demonstrate the effectiveness of our method.
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