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Abstract

Rain generation algorithms have the potential to improve the generalization of deraining methods and scene understanding in rainy conditions. However, in practice, they produce artifacts and distortions and struggle to control the amount of rain generated due to a lack of proper constraints. In this paper, we propose an unpaired image-to-image translation framework for generating realistic rainy images. We first introduce a Triangular Probability Similarity (TPS) constraint to guide the generated images toward clear and rainy images in the discriminator manifold, thereby minimizing artifacts and distortions during rain generation. Unlike conventional contrastive learning approaches, which indiscriminately push negative samples away from the anchors, we propose a Semantic Noise Contrastive Estimation (SeNCE) strategy and reassess the pushing force of negative samples based on the semantic similarity between the clear and the rainy images and the feature similarity between the anchor and the negative samples. Experiments demonstrate realistic rain generation with minimal artifacts and distortions, which benefits image deraining and object detection in rain. Furthermore, the method can be used to generate realistic snowy and night images, underscoring its potential for broader applicability. Code is available at https://github.com/ShenZheng2000/TPSeNCE.

1. Introduction

Rain is a common bad weather condition that can significantly impair the quality of images and videos. Rain streaks, especially during heavy rain, obscure scene details and textures. Raindrops create a layer of water droplets on windshields, making objects appear blurry and distorted. Shiny wet roads create object reflections. Rain mist scatters ambient light, reducing the visibility of distant objects [42]. These visual manifestations of rain not only impair the perceptual quality of images but also pose challenges for scene understanding algorithms like object detection, which are typically trained using data captured under clear weather conditions [13].

One common way to improve object detection in the rain is to apply deraining (i.e., rain removal) as a pre-processing step. Ideally, deraining algorithms should remove rain from images before applying object detection models. However, most state-of-the-art deraining methods [5, 10, 25, 30, 37, 41, 47] rely on supervised training with paired synthetic clear/rainy images due to the intractability of obtaining real paired clear/rainy images. Unfortunately, these methods do not generalize well to real-world rainy images [42] because of the large domain gap between synthetic and natural rainy images. Although some deraining methods [16, 39, 43] use unpaired real clear/rainy images for unsupervised learning to improve generalization, it is challenging to integrate knowledge from the supervised and un-
supervised branches seamlessly to enhance deraining performance on real data [36].

Another approach to enhance object detection in rainy conditions is using rain generation techniques to create synthetic rainy images for training object detectors. However, traditional model-based rain generation approaches such as those presented in [6, 26, 32] rely on oversimplified assumptions and hand-crafted priors, which fail to accurately model the diverse types of real rain. In contrast, data-driven deep learning approaches such as unpaired image-to-image translation methods like UNIT [23] have demonstrated their ability to translate images across different weather conditions. Nevertheless, these methods often produce artifacts and distortions while generating rain due to the lack of proper constraints. Additionally, controlling the amount of rain produced is challenging, as generating too much rain can lead to overlapping of the background and feature loss while generating too little rain results in an unrealistic-looking image. The presence of unwanted artifacts, distortions, and uncontrollable rain amounts can decrease the perceptual quality and hinder detection algorithms.

In this paper, we address the above issues of rain generation approaches and propose an unpaired image-to-image translation framework for rain generation. Our analysis of the output matrix from the discriminator reveals a triangular relationship among the clear image, the generated rainy image, and the real rainy image on the discriminator manifold (Fig. 3). We observe that the generated rainy images with fewer artifacts and distortions are closer to the line segment connecting the clear and rainy images. Based on this observation, we propose a Triangular Probability Similarity (TPS) loss to guide the generated rainy images toward the real and clear images, thereby minimizing the artifacts and distortions. We then revisit the contrastive learning strategy of CUT [27] and find that the amount of rain generated can be controlled by regulating the pushing force of contrastive learning. For this, we propose a Semantic Noise Contrastive Estimation strategy (SeNCE) that reweights the contrastive learning force to optimize the amounts of generated rain.

Beyond rain, our method can be used to generate realistic snowy images and night images, underscoring its potential for a broader applicability.

2. Related Works

2.1. Unpaired Image-to-Image Translation

Unpaired image-to-image (I2I) methods aim to map between two domains of unpaired images. The main challenge is preserving source content while adopting the target style. CycleGAN [50] introduced cycle-consistency loss to ensure content is kept by minimizing post-translation differences. UNIT [23] built on this with the shared latent space assumption, suggesting that different domain images map to one latent code. However, these methods can hinder output style diversity. MUNIT [17] and DRIT [20] then disentangle images into domain-invariant content and domain-specific style codes, facilitating multimodal I2I translation.

Current I2I networks are designed for simple and common benchmarks, such as horse2zebra or apple2orange. When applied to more intricate tasks like rain generation, these general and weak constraints under unstable GAN training can misrepresent the intricate details, leading to unwanted artifacts and visual distortions.

2.2. Contrastive Learning

Contrastive learning aims to attract positive instances towards an anchor while repelling negative ones. CUT [27] was a pioneer to apply this to unpaired image-to-image translation by maximizing mutual information for random patches. However, CUT doesn’t differentiate negative samples based on their similarity to the anchor. In response, QS-Attn [15] uses a query-selected attention module to pick critical negative patches. Meanwhile, NEG CUT [38] developed an instance-aware generator for hard negative examples, whereas MoNCE [45] employs an optimal-transport based approach to adjust the repulsion of negative pairs.

While these methods advance general I2I tasks, they overlook the high-level semantic similarity between source and target images, instead focusing on the image-level feature similarity between the source and the generated image. In rain generation, lacking high-level cues from the target rainy image makes it hard to determine the appropriate rain amount for a realistic output.
Figure 2: **Workflow for the proposed method.** The generator translates the clear image to generated (rainy) image. The discriminator receives the clear, generated, and rainy images to compute the TPS and GAN (adversarial) losses. Meanwhile, the encoder randomly selects and then embeds one positive patch and multiple negative patches from the clear image and the anchor patches from the generated image. The MLPs then process these embedded patches in a contrastive learning manner and output the SeNCE loss with the guidance of the semantic segmentation maps from the clear and rainy images.

Figure 3: **T-SNE [35] visualization of the output matrices from the discriminator D.** Output matrices from different images are visualized with different colors. The centroid for each group is visualized as a star. Compared with $D(Z^-)$ from the ‘Bad’ generated image $Z^-$ (i.e., images with more artifacts), $D(Z^+)$ from the ‘Good’ generated rainy image $Z^+$ (i.e., images with fewer artifacts) have more area overlap with $D(X)$ and $D(Y)$. Designing a loss that brings $D(Z)$ near $D(X)$ and $D(Y)$ would benefit artifacts reduction, resulting in high-quality generated rainy images.

Figure 4: **Comparing Point To Line (PTL) with Triangular Probability Similarity (TPS):** PTL employs unconstrained optimization, pushing the generated image ‘Gen’ onto the straight line connecting ‘Clear’ and ‘Rainy’, frequently ends up on the extension cords. In contrast, TPS uses constrained optimization, adjusting the ellipse level set to position the generated image on the line segment connecting ‘Clear’ and ‘Rainy’. Zoom in for better view.

### 3. Proposed Methods

In this section, we first explain the Triangular Probability Similarity (TPS) loss and revisit the Noise Contrastive Estimation (NCE) [11] schemes of CUT [27] and MoNCE [45]. Extending these NCEs, we derive our Semantic Noise Contrastive Estimation (SeNCE) strategy. Last, we display the loss functions for model training. An overview of the proposed method’s workflow is shown in Fig. 2.

#### 3.1. Triangular Probability Similarity (TPS)

Generating realistic rainy images while minimizing artifacts and distortions is a challenging task. Due to the ill-posed nature of rain generation and the instability of GAN training [7], the generated rainy images often suffer from artifacts and distortions.
We show a T-SNE visualization in Fig. 3, which explains the motivation for our Triangular Probability Similarity (TPS) loss. Let \( X \) be the clear image, \( Y \) be the rainy image, and \( Z \) be the generated rainy image. The TPS loss is based on the output representation from the discriminator \( D \). It constrains \( D(Z) \) to lie in the space spanned by \( D(X) \) and \( D(Y) \), ensuring that the generated rainy image follows a similar distribution as the clear image and the real rainy image. This strategy effectively mitigates undesired artifacts and distortions, as the information for the generated images is sourced exclusively from the clear image (providing background) and the real rainy image (providing rain).

A potential issue with calculating TPS based on the distance between \( D(Z) \) and the straight line connecting the centroid of \( D(X) \) and \( D(Y) \) is that it may guide \( D(Z) \) towards the extension cord of either \( D(X) \) or \( D(Y) \), leading to too much or too little rain in the generated image (as shown in Fig. 1). Additionally, \( D(Z) \) may end up too far from \( D(X) \) and \( D(Y) \), resulting in artifacts and distortions in the generated image that do not belong to either \( X \) or \( Y \).

As shown in Fig. 4, we address these issues with a loss function based on the distance from \( D(Z) \) to the line segment between the centroid of \( D(X) \) and \( D(Y) \). Based on the triangular inequality, we use the following TPS loss:

\[
\mathcal{L}_{\text{TPS}}(X, Y, Z) = \frac{1}{HW} \sum_{i=1}^{H} \sum_{j=1}^{W} \left| |D(X)_{i,j} - D(Z)_{i,j}| + |D(Y)_{i,j} - D(Z)_{i,j}| - |D(X)_{i,j} - D(Y)_{i,j}| \right|
\]

(1)

Where \( H \) and \( W \) represent the height and width of the probability matrix \( D(Z) \), respectively.

### 3.2. Revisiting NCEs

**PatchNCE** Patch Noise Contrastive Estimation (PatchNCE) [27] aims to maximize the mutual information between the corresponding input and output patches as below:

\[
\mathcal{L}_{\text{PatchNCE}}(X, Z) = -\sum_{i=1}^{N} \log \frac{e^{x_i \cdot z_i / \beta}}{\sum_{j \neq i} e^{x_i \cdot z_j / \beta}} + \sum_{j=1}^{N} \frac{e^{z_j \cdot x_i / \beta}}{\sum_{i \neq j} e^{x_i \cdot z_j / \beta}}
\]

(2)

Where \( N \) is the number of patches, \([x_1, x_2, \cdots, x_N]\) and \([z_1, z_2, \cdots, z_N]\) are encoded patch features, and \( \tau \) is the temperature hyperparameter.

**MoNCE** The problem with PatchNCE [27] is that it indiscriminately pushes all negative patches from the anchor, leading to sub-optimal performance for tasks with mixed easy and hard negatives patches. Modulated Noise Contrastive Estimation (MoNCE) [45] address this issue by reweighting the pushing force for the negative patches based on their similarity with the anchor as below:

\[
\mathcal{L}_{\text{MoNCE}}(X, Z) = \sum_{i=1}^{N} \log \frac{e^{x_i \cdot z_i / \beta}}{Q(N-1) \sum_{j \neq i} w_{ij} e^{x_i \cdot z_j / \beta}} + \sum_{j=1}^{N} \frac{e^{z_j \cdot x_i / \beta}}{Q(N-1) \sum_{i \neq j} w_{ij} e^{x_i \cdot z_j / \beta}}
\]

(3)

Where \( Q \) is a hyperparameter, and \( w_{ij} (j \neq i) \) represents a weighting strategy. MoNCE proposes a hard weighting strategy \( w_{ij}^+ \) and an easy weighting strategy \( w_{ij}^- \) to address unpaired and paired image-to-image translation, respectively. \( w_{ij}^+ \) and \( w_{ij}^- \) are written as below:

\[
w_{ij}^+ = \text{softmax} \left( \frac{x_i \cdot z_j}{\beta} \right) \quad w_{ij}^- = \text{softmax} \left( \frac{1 - x_i \cdot z_j}{\beta} \right)
\]

(4)

**Figure 6:** SeNCE outperforms others in optimizing rain amount to produce realistic rainy images. The length of the arrow here represents the magnitude of the NCE losses.
3.3. Semantic Noise Contrastive Estimation (SeNCE)

While MoNCE [45] has improved upon PatchNCE [27] on some benchmark image-to-image translation datasets, two issues impair its performance.

First, MoNCE employs distinct weighting strategies for paired and unpaired settings without strong justification. In fact, in unpaired scenarios, images may appear paired, such as the same house from different angles or identical parking lots with different cars. In such cases, \( w_{ij} \) should lean towards \( w_{ij}^+ \) rather than \( w_{ij}^- \). To sum, a smooth transition between these weighting strategies would be more ideal.

Second, MoNCE uses only image-level information from random patches for reweighting. Yet, in rain generation, many target domain pixels are compromised by droplets, streaks, wetness and mist. Such pixels can’t provide precise guidance for contrastive learning [3,4]. Hence, it’s crucial to move beyond image-level details and seek a deeper understanding with minimal rain interference.

It is evident from Fig. 5 that semantic-level metrics like mPA and mIoU more accurately capture the similarity between unpaired clear and rainy images than image-level metrics like PSNR and SSIM. This is because semantic-level metrics don’t depend on perfectly aligned, corruption-free pixels. Even with unaligned images or pixels marred by rain, we can discern their differences using a comprehensive understanding of the segmentation maps. While we occasionally encounter pairs with very low mPA (e.g., 0.162 for clear and rainy img 3), such cases are rare and have minimal impact on training. Thus, we still include them in our training dataset. Below is our formulation for Semantic Noise Contrastive Estimation (SeNCE).

\[
L_{\text{SeNCE}}(X, Y, Z) = \sum_{i=1}^{N} \log \frac{e^{x_i z_i}}{\sum_{j \neq i} e^{x_j z_j}} + Q(N-1) \sum_{j=1}^{N} w_{ij} \cdot e^{x_j z_j}
\]

(5)

Our weight \( w_{ij} \) in the above equation is:

\[
w_{ij} = \text{softmax} \left( \frac{F(i,j)}{\beta} \right)_j
\]

(6)

Where \( F(i,j) \) can be expressed as:

\[
F(i, j) = (1 - mPA(X, Y))(x_i \cdot z_j) + (mPA(X, Y))(1 - x_i \cdot z_j)
\]

(7)

3.4. Analysis of NCEs

Using the notation \( \text{Sim}(X, Z) = x_i \cdot z_i \), we analyze the three NCEs with the help of Fig. 6:

- For insufficient rain (\( Z_1 \)), \( \text{Sim}(X, Z) \) does not align with \( mPA(X, Y) \), and the weight \( w_{ij} \) is large based on Eq. 6 and Eq. 7. According to Eq. 5, this results in a low absolute value for \( L_{\text{SeNCE}}(X, Y, Z) \), allowing the GAN loss to dominate and drive the image towards the desired state (\( Z_2 \)).

- For excessive rain (\( Z_3 \)), \( \text{Sim}(X, Z) \) closely matches \( mPA(X, Y) \), and the weight \( w_{ij} \) is small. This increases the magnitude of \( L_{\text{SeNCE}}(X, Y, Z) \), enabling SeNCE to overpower the GAN loss to guide the image back towards \( Z_2 \).

In essence, SeNCE adjusts the NCE loss based on the comparability of \( mPA(X, Y) \) and \( \text{Sim}(X, Z) \), refining the generated rain. Unlike PatchNCE, which lacks weight adjustment, and MoNCE, which doesn’t account for semantic similarity, SeNCE ensures more realistic results.

3.5. Final Objective

The training objective of the proposed method is:

\[
L_{(X,Y)} = \lambda_1 L_{\text{GAN}}(X, Y) + \lambda_2 L_{\text{SeNCE}}(X, Y, Z) + \lambda_3 L_{\text{TPS}}(X, Y, Z)
\]

(8)

Similar to CUT [27], we set both \( \lambda_1 \) and \( \lambda_2 \) as 1. Since TPS is an auxiliary loss [49], we set \( \lambda_3 \) as 0.1.

4. Experiments

4.1. Implementation Details and Metrics

**Implementation Details:** We trained our model with PyTorch [28] on 8 RTX 3090 GPUs with an Intel Xeon Gold 6330 Processor CPU, using the Adam optimizer [19]. The model was trained for 200 epochs, with a learning rate of \( 2e^{-4} \) for the first 100 epochs, decreased to \( 2e^{-5} \) for the remaining epochs. Training utilized randomly cropped...
Quantitative ablation for rain generation on BDD100K dataset.

<table>
<thead>
<tr>
<th>Models</th>
<th>Constraints</th>
<th>NCEs</th>
<th>Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTL</td>
<td>✓</td>
<td>1</td>
<td>0.160</td>
</tr>
<tr>
<td>TPS</td>
<td>✓</td>
<td>2</td>
<td>0.300</td>
</tr>
<tr>
<td>PatchNCE</td>
<td></td>
<td>3</td>
<td>0.380</td>
</tr>
<tr>
<td>MoNCE</td>
<td></td>
<td>4</td>
<td>0.440</td>
</tr>
<tr>
<td>QS-Attn</td>
<td></td>
<td>5</td>
<td>0.500</td>
</tr>
<tr>
<td>MUNIT</td>
<td></td>
<td>6</td>
<td>0.560</td>
</tr>
<tr>
<td>CUT</td>
<td></td>
<td>7</td>
<td>0.620</td>
</tr>
<tr>
<td>QS-Att</td>
<td></td>
<td>8</td>
<td>0.680</td>
</tr>
<tr>
<td>MoNCE</td>
<td></td>
<td>9</td>
<td>0.740</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td>10</td>
<td>0.800</td>
</tr>
</tbody>
</table>

The best scores are in **bold**, and the second best scores are in *blue*.

Table 3: Quantitative comparison for image rain generation on the BDD100K and INIT datasets.

<table>
<thead>
<tr>
<th>Methods</th>
<th>BDD100K Dataset (clear → rainy)</th>
<th>INIT Dataset (clear → rainy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBCNN</td>
<td>47.34</td>
<td>36.10</td>
</tr>
<tr>
<td>MUSIQ</td>
<td>49.51</td>
<td>37.12</td>
</tr>
<tr>
<td>Ours</td>
<td>50.21</td>
<td>38.63</td>
</tr>
</tbody>
</table>

We perform an ablation study on the TPS and SeNCE modules. As shown in Fig. 7, the inclusion of TPS (M3) enhances rain generation by mitigating artifacts and distortions. Additionally, the usage of SeNCE (M5) optimizes the contrast and surface water area, leading to more realistic road reflections. Quantitative analysis presented in Table 2 further demonstrates the efficacy of both TPS and SeNCE in improving rain generation.

4.2. Ablation Studies

**TPS and SeNCE:** We perform an ablation study on the TPS and SeNCE modules. As shown in Fig. 7, the inclusion of TPS (M3) enhances rain generation by mitigating artifacts and distortions. Additionally, the usage of SeNCE (M5) optimizes the contrast and surface water area, leading to more realistic road reflections. Quantitative analysis presented in Table 2 further demonstrates the efficacy of both TPS and SeNCE in improving rain generation.

**TPS vs. PTL:** We examine the effects of replacing TPS with the related modules Point To Line Distance (PTL). As depicted in Fig. 7, the inclusion of PTL (M2) results in a degradation of rain generation, evident from numerous artifacts and distortions in the background. Conversely, the adoption of TPS leads to high-quality rain generation. Furthermore, Tab. 2 validates that PTL yields worse scores, while the proposed TPS achieves significantly better scores.

**SeNCE vs. Other NCEs:** We investigate the effectiveness of the proposed SeNCE against other NCEs, including PatchNCE [27] and MoNCE [45]. Fig. 7 shows that SeNCE (M5) leads to high-quality wet surfaces and road reflections, compared with MoNCE (M4) and PatchNCE (M1). This is confirmed at Tab. 2, where SeNCE leads to generally better scores than MoNCE or PatchNCE.

**Semantic Metrics Selection in SeNCE:** We justify the choice of using mPA compared with widely used mIoU. Fig. 7 shows that TPS-SeNCE with mPA (M7) surpasses TPS-SeNCE with mIoU (M6) in generating realistic surface water and road reflections. This is agreed by Tab. 2, where mPA leads to much better scores than mIoU.

---

1The implementation details for benchmark datasets, as well as deraining and detection algorithms, can be found in the supplementary material.
4.3. Experiment Results

**Rain Generation:** Tab. 3 shows quantitative comparison for rain generation on BDD100K and INIT, where our method attained the best score on all metrics, except for FID on BDD100K. One possible reason is that FID is insensitive to local variations, such as small regions containing artifacts and distortions [8]. Fig. 8 showcases a qualitative comparison, revealing that our method generates the most realistic rainy images, with a perfect balance between raindrops, wet surfaces, and road reflections. Besides, our method effectively preserves the content of the clear image without introducing noticeable artifacts or distortions.

**Deraining:** Tab. 4 presents a quantitative comparison of deraining performance on BDD, indicating that our method achieves the highest score on all deraining metrics. Meanwhile, Fig. 9 provides a qualitative comparison, highlighting that our method outperforms other models in removing raindrops and mists while retaining feature details, restoring color balance, and suppressing noise, blur, and artifacts.

**Detection:** Tab. 5 presents a quantitative comparison of Yolov3 finetuned on images from different rain generation methods. The most challenging 100 images in heavy rain or poor lighting were selected for computing mean average precision (mAP) since most rainy images in BDD100K are captured in light rain and good illumination conditions and cannot distinguish the performance of different models. Our proposed method achieved the highest mAP scores across all IoU thresholds and object sizes. Also, as shown in Fig. 10, our method outperforms others in detecting objects under heavy raindrops, with the smallest number of false positives and false negatives across multiple object classes, such as cars, traffic lights, and stop signs.
Table 6: Quantitative comparison of day2night translation on BDD100K and clear2snowy on Boreas datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>BDD100K Dataset (day → night)</th>
<th>Boreas Dataset (clear → snowy)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Content</td>
<td>Style</td>
</tr>
<tr>
<td>CUT</td>
<td>3.10</td>
<td>3.73</td>
</tr>
<tr>
<td>QS-Attn</td>
<td>2.93</td>
<td>3.30</td>
</tr>
<tr>
<td>Ours</td>
<td>3.47</td>
<td>4.03</td>
</tr>
</tbody>
</table>

Figure 10: Qualitative comparison for Yolov3 object detection on the BDD100K dataset. Yolov3 was pretrained on COCO, finetuned on generated rainy images from different rain generation methods, and tested on BDD100K test rainy.

Figure 11: Qualitative comparison for clear2snowy translation (i.e. snow generation) on Boreas dataset.

5. Conclusion

This paper presented a novel unpaired image-to-image translation framework that generates highly realistic rainy images with minimal artifacts. Our approach utilizes Triangular Probability Similarity (TPS) and Semantic Noise Contrastive Estimation (SeNCE) to minimize artifacts and distortions and optimize the amount of generated rain. Experiments demonstrate that the proposed method outperforms state-of-the-art in generating realistic rainy images with minimal artifacts, which can benefit image deraining and object detection in rain. Additionally, our method can generate high-quality snowy and night images, highlighting its capability for diverse weather and lighting conditions.
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