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Abstract

We present a lightweight model for high resolution por-
trait matting. The model does not use any auxiliary inputs
such as trimaps or background captures and achieves real
time performance for HD videos and near real time for 4K.
Our model is built upon a two-stage framework with a low
resolution network for coarse alpha estimation followed by
a refinement network for local region improvement. How-
ever, a naive implementation of the two-stage model suffers
from poor matting quality if not utilizing any auxiliary in-
puts. We address the performance gap by leveraging the vi-
sion transformer (ViT) as the backbone of the low resolution
network, motivated by the observation that the tokenization
step of ViT can reduce spatial resolution while retain as
much pixel information as possible. To inform local regions
of the context, we propose a novel cross region attention
(CRA) module in the refinement network to propagate the
contextual information across the neighboring regions. We
demonstrate that our method achieves superior results and
outperforms other baselines on three benchmark datasets
while only uses 1/20 of the FLOPS compared to the exist-
ing state-of-the-art model.

1. Introduction

Image matting is one of the most studied topics in com-
puter vision. Formally a matting problem is formulated as

I = αF + (1− α)B. (1)

The goal is to solve for the alpha matte α, but the fore-
ground F and background B are also unknown. Therefore,
this is a highly under-constrained problem, which often-
times requires some priors. One commonly used prior is
a user provided trimap [1,3,4,6,11,14,18,19,25,29], where
each pixel is categorized as “definite foreground”, “defi-
nite background” or “unknown”. However, trimaps require
user interaction and are time-consuming to obtain, hence
difficult to be deployed in a fully automated system. An-
other recently proposed prior is an additional background

Figure 1. An overview of our method. 1) An input image is first to-
kenized before being fed to a low resolution network that consists
of a ViT backbone and a decoder. 2) Coarse alpha is upsampled
to full resolution and concatenated with the input image. 3) Re-
gions of uncertainty are selected from the estimated trimap and
cropped from the concatenated RGBA image. 4) Cropped regions
run through a refinement network that features a cross region at-
tention (CRA) module to obtained the refined alpha.

image [23]. However, capturing a second image under the
same conditions (e.g., lighting and shadow) is not always
possible and the background image is only useful if it is well
aligned with the input image. There have also been efforts
to remove all auxiliary inputs and predict the alpha mattes
directly from input images [2, 12, 21, 30]. Approaches of
this type are typically learning based and have been demon-
strated to perform reasonably well even without any priors
provided.

Nevertheless, all of these methods operate at full resolu-
tion, making them extremely compute-intensive and impos-
sible to be deployed in real applications for high resolution
portrait matting (e.g., HD and 4K). In this work, we aim at
reducing the computation while also retaining the matting
quality. We present a lightweight model that estimates the
alpha matte directly from the image without any user inter-
actions or auxiliary inputs such as trimaps or background
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captures. Our model is built upon a prior observation that a
portrait alpha matte is dominated by “definite foreground”
(α = 1) and “definite background” (α = 0), which can be
obtained by upsampling the estimated alpha matte from a
low resolution model. Only a few uncertain regions around
the boundaries (0 < α < 1) need to be refined. Therefore,
the proposed model consists of two stages: an initial stage
for low resolution alpha estimation and a second stage for
full resolution refinement. Fig. 1 gives an overview of our
method.

However, we find naively adopting the two-stage frame-
work leads to inferior results due to the missing auxiliary
inputs which we intentionally eliminate. To address the per-
formance gap, we leverage the vision transformer (ViT) as
the backbone in the low resolution model. As opposed to
image downsampling, image tokenization in the ViT is a
better choice for reducing spatial resolution because it does
not lose pixel information. Since the the refinement net-
work operates on extracted local regions, to inform it of
the context, a straightforward design choice would be to
reuse the upsampled features from the low resolution net-
work [15]. However, this adds to the compute budget by
doing upsampling at high resolution. Therefore, we opt for
an inverted process by first extracting local regions followed
by gathering the context. To recover the contextual informa-
tion, we propose a novel cross region attention (CRA) mod-
ule, which propagates the information across the k near-
est neighbors of each region through multi-head attention
with a learnable lookup table for relative positional encod-
ing. We demonstrate that, with all the aforementioned de-
signs, our model outperforms other baselines by a large
margin on the P3M and PPM datasets. We also show that
our model is able to retain the matting quality using only
1/20 of the FLOPS compared to the existing state-of-the-
art model [12].

In summary, our work has the following contributions.

• We leverage the tokenization step of ViT to reduce spa-
tial resolution while retain the full pixel information
for coarse alpha estimation.

• We invert the order of computing contextual features
and extracting local regions to avoid feature upsam-
pling at high resolution to save computation.

• We propose a novel cross region attention (CRA) mod-
ule to capture the contextual information across k near-
est neighbors of each region.

• We conduct extensive experiments to demonstrate the
effectiveness and efficiency of our model: achieving
the state-of-the-art performance while using minimal
FLOPS.

2. Related Work

Traditional matting. Traditional matting algorithms
[1, 3, 4, 7, 11, 25] are derived from the matting equation Eq.
1. The goal is to solve for the alpha matte α, but at the
same time one needs to also solve for the foreground F and
background B. Since this is an ill-posed problem with only
the observed image I being provided, a common practice
is to use trimaps as constraints. [4] formulates the prob-
lem in a Bayesian framework and solves it using maximum
a posteriori (MAP) estimation. [25] formulates matting as
a problem of solving Poisson equations using matte gra-
dient field. Both end up being an iterative solution. [11]
proposes the first closed form solution, but their method is
memory and compute intensive because the involvement of
a large sparse linear system. [7] accelerates [11] by using
large kernel Laplacian and adaptive kernel sizes obtained
from KD-tree segmentation on trimaps. Other works [1, 3]
improve [11] by removing the local color line model as-
sumption. They use the global pixel affinities to propagate
alpha values in trimaps from known regions to unknown re-
gions.

Learning based matting. With the advance in deep
learning, many recent approaches [14, 18, 19, 29] have
shifted to a learning based paradigm, where a model takes
the image and trimap as input and learns to predict the alpha
matte. DIM [29] is the pioneer that leverages deep neural
networks in the task of image matting. AlphaGAN [19] im-
proves [29] by training the model with an adversarial loss.
GCA [14] introduces a guided contextual attention module
by computing the correlation between unknown regions. In-
dexNet [18] utilizes learned indices in the decoder for up-
sampling to guide the matte generation.

Trimap-free matting. There have also been efforts try-
ing to eliminate the dependence on trimaps. [15, 23] pro-
pose to capture an additional background image as an aux-
iliary input for image matting. SHM [2] predicts the al-
pha matte by fusing a self-learned trimap and a raw alpha
matte. LF [30] employs a similar fusion concept by estimat-
ing the foreground and background probability maps and
blending them with self-learned weights. HATT [21] uses a
spatial and channel-wise attention module to integrate low
level and high level features. P3M-Net [12] adopts a multi-
task framework by predicting trimaps and alpha mattes at
multi-resolutions and uses a stack of integration modules to
exchange feature information.

3. Method

The proposed two-stage framework (shown in Fig. 1)
proceeds as follows. The low resolution network predicts
a coarse alpha matte and a coarse trimap. Next we extract
uncertain regions using the coarse trimap and crop the se-
lected regions from the input image and upsampled coarse
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alpha. The cropped patches then pass through the refine-
ment network to obtain the refined alpha patches. Finally,
we replace the refined alpha patches back in the upsampled
coarse alpha to complete the full alpha. Below we illustrate
each of the steps and explain our design choices. For brevity
of writing, we use the notation Rx to refer to a resolution at
1
x of the full resolution.

3.1. ViT as Low Resolution Backbone

Different from prior works that use additional inputs
such as background captures [15, 23] or trimaps [6, 14, 18,
19,29], our models tackles portrait matting without any aux-
iliary inputs, which is significantly more challenging. In
fact, as we will show in the experiments, simply adopting
a CNN architecture results in poor matting quality if not
given auxiliaries. We argue that, even for coarse alpha es-
timation, a higher input resolution could be beneficial to
the overall better quality. Nonetheless, higher resolution
inevitably adds more computation. This motivates us to
think how we can improve it without resorting to increased
compute budget. We therefore propose to transform an im-
age I ∈ RH×W×C to a grid of non-overlapping patches
of RH

P ×W
P ×P 2C , where H

P × W
P corresponds to the grid

resolution and P 2C is the channel dimension. This is of-
ten referred to as pixel-unshuffle or space-to-depth. As op-
posed to downsampling, pixel-unshuffle preserves the orig-
inal pixel information when reducing the spatial resolution.

Table 1. Results of different downsampling and pixel-unshuffle
strategies. d is the downsampling rate and p is the pixel-unshuffle
patch size. We evaluate the models on the P3M-500 test data. For
more details about the test data, please refer to Sec. 4.1.

P3M-500-NP P3M-500-P
No. Method FLOPS SAD Grad SAD Grad
A Resnet-50, d=4 24.7G 14.25 12.60 14.11 14.69
B Resnet-50, d=2 59.9G 13.43 11.77 12.05 12.58
C Resnet-50, p=4 28.2G 15.21 12.71 16.10 15.22
D Swin-T, d=2, p=8 18.6G 10.89 10.72 10.39 12.73

To verify the advantage of pixel-unshuffle over down-
sampling, we test several models with different pixel-
unshuffle and downsampling strategies and evaluate them
on a benchmark dataset. We summarize their SAD (sum of
absolute difference) and Grad (gradient difference) in Tab.
1. Resnet-50 [8, 9] is used as the low resolution backbone
for models A, B and C. A sequence of upsampling and conv
layers are used in the decoder to keep the low resolution
output at R8. All models share the same refinement stage,
which we will discuss later in Sec. 3.2 and 3.3.

Comparing A and B, we can see that increasing the res-
olution of the low resolution network improves the accu-
racy. Nevertheless, this requires considerably more com-
pute budget. To retain accuracy without adding more com-

putation, we resort to pixel-unshuffle (C). However, we see
C underperforms A. This seemingly contradicts the hypo-
thetical strength of using pixel-unshuffle, but we argue that
the performance drop, in fact, can be explained by the us-
age of large kernels. Many prior arts [8, 9, 24, 26, 31] have
demonstrated the success of using small kernels because
they help preserve the locality and translation invariance of
CNNs. Large kernels break these nice properties, making
CNNs suffer from poor generalization. In the case of C in
Tab. 1, Resnet-50 already starts with a relatively large ker-
nel (7×7). When used with pixel-unshuffle with a patch
size of 4, the effective kernel size of the first layer becomes
28×28, which is obviously too large to be applied to a CNN.

Due to limitation of CNNs with large kernels, we opt for
ViT as the low resolution backbone. ViT comes naturally a
better choice for low resolution prediction because the first
step of ViT — image tokenization — is equivalent to pixel-
unshuffle, which can effectively reduce the spatial resolu-
tion while retain the full pixel information. Specifically, we
choose the Swin-T [17] as the low resolution backbone. As
shown in Tab. 1, model D uses a downsampling rate of 2
followed by pixel-unshuffle with a patch size of 8, which
results in a ×16 reduction in resolution. With the proposed
design principal, model D achieves a remarkable improve-
ment in terms of both accuracy and FLOPS.

3.2. Refinement Stage

Modern neural network architectures for dense predic-
tion tasks typically rely on a pyramid of upsampled features
for global information. Similarly, for a refinement network
to receive contextual information, the most straightforward
idea would be to upsample the features to input resolu-
tion before extracting the refinement regions. This way the
cropped regions are informed of their context. However, up-
sampling at high resolution (e.g. HD or 4K) is both memory
and compute intensive. We propose an alternative to elimi-
nate the heavy feature upsampling.

Our refinement stage avoids reusing any deep features
from the low resolution network. The low resolution net-
work only predicts a coarse alpha matte and a coarse trimap.
Like a traditional trimap, the predicted trimap has three
classes: “definite foreground”, “definite background” and
“uncertain”. We encode it as a 3-channel softmax output.
Since no ground truth trimaps are available at training time,
we apply morphological operations with heuristics to create
the target trimaps from the ground truth alpha mattes. At in-
ference time, we select the pixels predicted as “uncertain”
as the regions of interest to be refined.

In the refinement stage, we first upsample the coarse al-
pha matte to full resolution. This op is lightweight com-
pared to the heavy feature upsampling. The upsampled al-
pha matte is concatenated with the input image to form a 4-
channel RGBA image. With the selected “uncertain” pixels
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Figure 2. An illustration of relative positional bias encoding. This
is an example with search range s=3, which ends up with a 5×5
search window and a lookup table of 25 biases for in-range posi-
tions and one extra bias for any out-of-range positions. The orange
square denotes the center, which is encoded with the bias at the
13th slot. The yellow square denotes an in-range sample encoded
with the 6th slot. The purple squares are two out-of-range sam-
ples, whose positional biases are given by the last table entry.

from the trimap, we locate the corresponding 8×8 regions
in the RGBA image, which are cropped and fed to a tiny
refinement network consisting of an encoder and a decoder.
At last, we replace the respective 8×8 regions in the upsam-
pled alpha with the refined crops to obtain the final alpha.
Fig. 3a visualizes how the cropped regions run through the
entire refinement stage.

3.3. Cross Region Attention

The aforementioned refinement stage only receives 8×8
local regions as input, inevitably losing the context. Thus
a mechanism is needed to recover the context after region
extraction. We therefore propose a novel cross region at-
tention (CRA) module to capture the contextual informa-
tion across the neighboring regions. CRA is inspired by
the multi-head attention [5, 17, 27], but instead of consum-
ing a sequence or regular grid of tokens, it operates on the
k nearest neighbors (KNN) of a central token. Our pro-
posed mechanism inverts the order of context collection and
region extraction and has the advantage of eliminating the
heavy feature upsampling as discussed in Sec. 3.2. Below
we use “region” to refer to “token” since an extracted region
is effectively a token.

KNN extraction. After identifying all “uncertain” re-
gions from the trimap, for each region, we find the closest
k regions as its KNNs (under the metric of Euclidean dis-
tance). We do pairwise comparisons at training time, but
employ KD-tree as a faster search algorithm at inference
time. The left part of Fig. 3a visualizes the locations of a
region’s KNNs.

Relative positional bias. The KNNs can potentially
be scattered anywhere around the central region and dis-
tributed on a non-regular grid, so we need a way to en-

code their relative positions. We define a search range s
on the image space. The relative positions on each axis
are supposed to be in [−s + 1, s − 1]. This ends up with
(2s−1)2 possible relative positions within the search range.
We encode the relative positions with a learnable lookup ta-
ble P ∈ R(2s−1)2+1. The first (2s − 1)2 entries encode
all possible in-range positions. The last entry encodes any
out-of-range positions. Each entry is used as the relative
positional bias B in the attention formula:

Attention(Q,K, V ) = Softmax(
QKT

√
d

+B)V , (2)

where d is the feature dimension; Q, K and V are the query,
key and value respectively. Fig. 2 illustrates how the rela-
tive positional biases are encoded with a lookup table.

Cross region attention. After we obtain the features of
all extracted regions from the refinement network’s encoder,
we locate the KNNs of each region and query their relative
positional biases from the lookup table P . Let fi ∈ Rd

denote the feature of region i and {i1, i2, · · · , ik} denote
the k nearest neighbors of region i. For each region i, we
feed the features [fi, fi1 , fi2 , · · · , fik ] ∈ R(k+1)×d of this
region and its KNNs, along with their relative positional bi-
ases B ∈ Rk+1, to two consecutive attention blocks, shown
in Fig. 3b. Note that the second block does not need to do
pairwise attention QKT across all k+1 regions. Instead, it
only computes the attention between the central region and
its KNNs by Q0K

T , where Q0 is the query of the central
region i. Finally, the output feature goes to the refinement
network’s decoder to obtain the refined alpha matte of re-
gion i.

3.4. Training

We train the low resolution network and refinement net-
work end-to-end at the same time. During training, we ap-
ply various data augmentation strategies such as horizon-
tal flipping, cropping and affine transformation as well as
color adjustment in hue, saturation and brightness. Since
the Swin-T backbone inherently uses an effective output
stride of 32 and a window size of 7 for its window atten-
tion, with the original implementation [17] the input image
size is expected to be multiples of 7× 32 = 224. We make
a modification to accommodate input images of arbitrary
sizes (but no less than 224×224) by padding any interme-
diate feature maps with zeros if their spatial sizes are not
already dividable by 7 and masking out the padded regions
when computing the attention. At training time, all images
are resized to 896×896, but at inference time, the model
accepts images of arbitrary resolutions. We refer readers to
the supplementary material for a full list of training losses.
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(a) (b)

Figure 3. A visualization of the refinement stage. Each □ corresponds to a region of 8×8 pixels at full resolution. The example uses 8
nearest neighbors and a search range s = 3 for relative positional bias. (a) visualizes the KNNs of a central region and the identification
of in-range and out-of-range neighbors. A central region obtains its contextual features by aggregating the features from its KNNs through
the cross region attention (CRA) module. (b) shows the structure of the attention block in CRA.

Table 2. Quantitative results on the P3M-500 tet data. † indicates that a trimap is used.

P3M-500-NP P3M-500-P
Method GFLOPS SAD SAD-T Grad Conn SAD SAD-T Grad Conn

DIM† [29] 791.6 5.32 5.32 4.70 7.70 4.89 4.89 4.48 9.68
P3M-Net [12] 364.9 11.23 7.65 10.35 12.51 8.73 6.89 8.22 13.88

MODNet [10]
512x512 input 15.7 20.20 12.48 16.83 18.41 30.08 12.22 19.73 28.61
fullres input 103.2 63.74 13.56 25.75 62.69 95.47 13.70 37.28 94.86

BGMv2 [15]
Resnet-50 26.5 16.72 7.55 13.00 15.39 15.70 7.23 15.54 14.71
Resnet-101 33.9 15.66 7.72 12.42 14.65 13.90 7.23 14.69 13.13

Ours 19.0 10.60 6.83 10.78 9.77 10.04 6.44 12.65 9.41

4. Experiments

4.1. Experiment Setup

Datasets. We benchmark on two datasets: P3M-10k [12]
and PPM-100 [10]. P3M-10k is by far the largest human
portrait matting dataset and contains 10421 high-resolution
in-the-wild images with annotated alpha mattes. For pri-
vacy issues, all faces in the images have been blurred.
As shown in [12], training on images with blurred faces
does not degrade the model performance. Instead, it may
even help the model to generalize better. We use the pro-
vided 9421 images with blurred faces for training and 500
images with blurred faces for privacy-preserving test and
rest 500 normal images (without face blurring) for non-
privacy test. Following [12], we denote the two test sub-
sets from P3M-10k as P3M-500-P (privacy-preserving) and
P3M-500-NP (non-privacy). Compared to P3M-10k, PPM-
100 is a smaller dataset curated specifically for evaluation
purpose.

Baselines. We compare our model with the state-of-
the-art trimap free method P3M-Net [12]. As a reference,
we also include DIM [29], a commonly adopted trimap-
based baseline, in the experiments. We also compare with
MODNet [10] and BGMv2 [15], which are designated
lightweight model for fast inference. The original BGMv2
relies on an additional image of background. To make it
a fair comparison, we retrain a modified version by elimi-
nating the background capture. Note that MODNet is de-
signed for 512×512 input images while we are targeting
at higher resolutions such as HD and 4K. Therefore, we use
two strategies to accommodate MODNet in our test scenario
– we either use 512×512 input and upsample the output to
full resolution or run the model on full resolution directly.

Default model. Our default model uses Swin-T [17] as
the low resolution network. To reduce the input image size
for coarse alpha estimation, we apply a patch size of 16 for
pixel-unshuffle, which is equivalent to a ×16 reduction in
spatial resolution. Because the refinement network operates
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on 8×8 regions, we let the low resolution network’s decoder
to produce a 4-channel output at R16 and append a pixel-
shuffle layer at the end to increase the resolution from R16

to R8. This way, a pixel at R8 is equivalent to a 8×8 region
at the full resolution. For CRA, we use 8 nearest neigh-
bors and employ a search range of 4 for relative positional
encoding.

Evaluation metrics. We follow previous works using
the sum of absolute difference (SAD), the gradient differ-
ence (Grad) and the connectivity error (Conn) as the evalu-
ation metrics. Conn is used as a way to measure the degree
of connectivity, the intuition behind which is that uncon-
nected components are more visually distracting when they
are further away from the dominant connected components
in the image [22]. We also report SAD within the transition
area (a.k.a the “uncertain” region in a trimap), denoted as
SAD-T. FLOPS is used as an indicator of compute budget.
Since the FLOPS of BGMv2 [15] and our method depend
on image content, we report the mean FLOPS over multiple
inferences with an average of 1.63M pixels per inference.

Figure 4. Estimated coarse trimaps and refined alpha mattes.
Trimaps are upsampled to full resolution for visualization.

4.2. Results

We visualize the intermediate coarse trimaps and the fi-
nal alpha mattes in Fig. 4. One can see how accurately
our model can adapt to the number of regions to be refined.
For example, the low resolution network predicts more “un-
certain” regions (shown in green) around fuzzy hair in the
trimaps while refrains from doing so around the contour of
body. More qualitative results are shown in Fig. 5.

Quantitative results on the P3M test data are presented
in Tab. 2. Our model outperforms all baselines by a
large margin on all metrics while uses the least amount
of computation. Compared to the previous state-of-the-art
method P3M-Net, our model achieves competitive results
with nearly 1/20 of the FLOPS. We are only slightly be-
hind P3M-Net on Grad (for both P3M-500-NP and P3M-
500-P) and SAD (for P3M-500-P) while obtains the state-
of-the-art results on all other metrics. In the auxiliary-free

setting, BGMv2 does not retain the good performance re-
ported by [15] due to the lack of an additional background
capture as input. Note that DIM has the best numbers for
all metrics, but it is not directly comparable to other models
because it takes trimap as an auxiliary input. We include it
here merely for reference purpose as it is one of the mostly
adopted methods for comparison.

It is worth noting that MODNet is originally designed
and trained for 512x512 images. When running on high
resolution input, not only does it incur degraded quality, but
also increase its GFLOPS from 15.7 to 103.2. On the other
hand, our model is super lightweight and can generate high
quality full resolution mattes with only 19 FLOPS.

Numeric results on the PPM-100 test data are shown in
Tab. 3. Since PPM-100 does not have training data, we
use models trained on the P3M-10k data for evaluation.
Our model is superior to others on all metrics except being
slightly worse than P3M-Net on SAD-T. P3M-Net achieve
competitive results on P3M-500-NP and P3M-500-P, but its
performance drops significantly when evaluated on PPM-
100. We believe this is because of the domain gap between
the training and test sets. Some major differences we ob-
serve between the two datasets are image resolutions and
imaging quality. Images in PPM-100 are higher resolutions
but have worse imaging quality. This explains the over-
all performance degradation for all models on PPM-100.
However, our model is more robust to this domain gap and
achieves the best results on PPM-100.

Table 3. Quantitative results on the PPM-100 dataset.

Method SAD SAD-T Grad Conn
P3M-Net [12] 142.74 43.06 57.02 139.89

MODNet [10]
512x512 104.35 65.42 68.56 96.45
fullres 324.07 68.97 77.42 319.70

BGMv2 [15]
Resnet-50 193.40 49.39 61.49 185.52

Resnet-101 159.44 50.67 59.41 149.79
Ours 90.28 45.06 50.69 84.09

Table 4. FPS and GFLOPS for HD and 4K inputs. All models are
evaluated with a single Nvidia Quadro RTX 6000 GPU. An empty
entry means we fail to evaluate the model due to out-of-memory
error.

HD 4K
Method FPS GFLOPS FPS GFLOPS

DIM [29] 5.0 1007.1 - -
P3M-Net [12] 9.2 463.5 - -
MODNet [10] 15.0 123.4 - -

BGMv2 Resnet-50 57.4 32.7 23.7 128.6
[15] Resnet-101 45.8 42.2 17.8 166.8

Ours
w/ CRA 54.9 21.2 19.5 74.6
w/o CRA 71.2 19.4 26.4 70.7
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Figure 5. Qualitative results. On the left and right are respectively the results of P3M-500-P and P3M-500-NP. Zoom in for more details.

Table 5. Quantitative results for ablation study.

P3M-500-NP P3M-500-P
No. Refinement Method CRA SAD SAD-T Grad Conn SAD SAD-T Grad Conn
E [15] NA 11.68 7.92 12.90 11.11 11.81 7.37 15.19 11.44
F Ours ✗ 11.71 7.28 11.72 10.88 10.69 6.90 13.74 10.06
G Ours ✓ 10.60 6.83 10.78 9.77 10.04 6.44 12.65 9.41

Search Range KNN
I 2 8 11.58 6.82 11.04 10.76 10.52 6.48 13.06 9.87
H 3 8 10.74 6.85 10.78 9.91 10.41 6.46 12.76 9.77
G 4 8 10.60 6.83 10.78 9.77 10.04 6.44 12.65 9.41
J 8 8 10.60 6.79 10.87 9.79 10.46 6.56 13.08 9.88
K 4 4 11.11 6.96 11.20 10.28 10.40 6.54 13.04 9.81
L 4 16 10.77 6.80 10.93 9.95 9.40 6.33 12.59 8.84

4.3. Real Application Performance

We test on real-world HD videos from [15,23] and show
the qualitative results in Fig. 6. Please refer to the supple-
mentary material for more video results.

We profile all models on HD and 4K inputs and compare
their FPS and GFLOPS in Tab. 4. As shown in the ta-
ble, our models use the least amount of computation and
achieve competitive frame rate. For DIM, P3M-Net and
MODNet running on full resolution, we fail to profile their
performance on 4K input due to the massive memory foot-
print required. On the other hand, our models yield real
time performance for HD input and near real time for 4K.
It is also worth noting that our model with CRA, even with
fewer GFLOPS, runs slightly slower than Resnet-50 back-

boned BGMV2. This is because most modern deep learning
frameworks do not have well optimized transformer opera-
tors. As shown in [20], more than 2x speedup is possible
with the optimized native CUDA kernels. Our current im-
plementation of Swin-T and CRA utilizes generic pytorch
functions to compute the multi-head attention. We believe
a similar improvement at inference time is possible with the
optimized implementation.

4.4. Ablation Study

In this section, we demonstrate the effectiveness of the
proposed refinement stage, the CRA module and their asso-
ciated hyper parameters.

Refinement stage. We compare the proposed refinement
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Figure 6. Qualitative results of real-world HD videos. The red box
shows some of the typical failure cases.

stage with that of BGMv2 [15] by fixing the low resolution
backbone. As shown in Tab. 5, model G (our default) and
model E differ only by the refinement stage. Model G out-
performs model E on all metrics, demonstrating the effec-
tiveness of the proposed refinement stage. We also observe
similar results by comparing model A (from Tab. 1) with
BGMv2 Resnet-50 (from Tab. 2). Both models use Resnet-
50 as the low resolution network, but they differ by the re-
finement stage. Model A surpassing BGMv2 Resnet-50 on
all evaluated metrics, again, demonstrates the advantage of
the proposed refinement stage.

Cross region attention. The CRA lies at the core of our
method. We show its individual impact by taking it out from
our model, resulting in model F shown in Tab. 5. We can
see that G achieves better results than F, demonstrating the
effectiveness of CRA.

Search range. Search range is used in the CRA module
to identify in-range neighbors and out-of-range neighbors
for relative positional encoding (Sec. 3.3). Because all out-
of-range neighbors share the same relative positional bias
(Fig. 2), smaller search range enforces more out-of-range
neighbors, making the model less discriminative against the
neighboring regions. In Tab. 5, we list three models (G,
H & I) with different search ranges. As the search range
increases, we can see a trend 1 in improved performance.

However, we also observe from model J that a large
search range of 8 does not boost the performance any fur-
ther. We believe this is due to the search window being too
large (15×15) 2. At most 8 out of 225 positional biases
are queried from the lookup table, leaving the rest of the
positional biases untouched. Therefore, a small percentage
of biases being queried and optimized during each gradient
propagation results in sub-optimal bias lookup table, hence
the degraded quality of the model.

1For the majority of the evaluated metrics.
2Recall that, given the search range s, the search window size is (2s−

1)× (2s− 1).

KNNs. We study the impact of KNNs by varying its
number. As KNNs increase (K → G → L) in Tab. 5, we can
see the overall 1 performance of the model improves. The
reason is twofold. First, more KNNs means more contex-
tual information, which helps the model do a better job at
learning. Second, more KNNs benefit the training of bias
lookup table. As we have just discussed, it improves the
chances of positional biases being queried and optimized
during training.

5. Failure cases and Future Work

When there is high contrast texture in the extracted re-
gions, the refinement network finds it difficult to identify
the correct foreground and background. As is shown in
Fig. 6, the text in on the whiteboard is supposed to be
background, but it is perfectly (and incorrectly) segmented
as foreground. Also, the refinement network can only im-
provement the quality of local boundaries. Any false pre-
dictions in the original low resolution matte can not be re-
covered. For example, The chair in Fig. 6 has been false
positive in the first stage, it is impossible to undo the false
prediction by the refinement network.

Currently our model is trained only with limited amount
of data (9421 images from the P3M data [12]), which is
far from being robust in real-world applications. Because
the refinement network only consumes an upsampled matte
and does not rely on any intermediate features from the first
stage, we believe it is possible to train the low resolution
network and the refinement network separately to improve-
ment the overall robustness of our method. The abundant
low resolution segmentation data [13, 16, 32] can be lever-
aged to train the coarse model while the high resolution
matting data plus an unlimited number of human synthet-
ics [28] can used to train the refinement stage. We leave
this as a future work.

6. Conclusion

We present a new lightweight two-stage method for high
resolution portrait matting. At the heart of our method is
a ViT backboned low resolution network for coarse alpha
estimation and a novel cross region attention (CRA) mod-
ule in the second stage for local refinement. We verify that
using pixel-unshuffle rather than downsampling has the ad-
vantage of preserving original pixel information and that
ViT comes naturally a good choice for that purpose. We
demonstrate the effectiveness of the proposed low resolu-
tion network, refinement stage and CRA module and ana-
lyze the individual impact of several key hyper parameters.
Through extensive experiments, we show the superiority of
our method against the previous state-of-the-arts in terms of
both accuracy, FPS and FLOPS.
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