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1. Datasets and Additional Implementation
Details

We utilized the following datasets in our experiments:
Colored MNIST, Corrupted CIFAR-10, and BFFHQ.

Colored MNIST [6] is a variant of the original MNIST
dataset [ 1] with color bias. A specific color is injected into
the images of the MNIST dataset with some perturbation.
Each digit in Colored MNIST is associated with a specific
foreground color. Consequently, the naive baseline models
learn to classify some digits based on only the color of the
digit, which is an unwanted correlation/bias that such mod-
els learn.

Corrupted CIFAR-10, on the other hand, consists of ten
different types of texture biases applied to the CIFAR-10
dataset [4]. This dataset was constructed following the de-
sign protocol of Hendrycks and Dietterich [2], and each
class is highly correlated with a particular texture. Specif-
ically, Corrupted CIFAR-10 Type O contains texture biases
such as snow, frost, fog, brightness, contrast, spatter, elas-
tic, JPEG, pixelate, and saturate, while Corrupted CIFAR-
10 Type 1 contains texture biases such as Gaussian noise,
shot noise, impulse noise, speckle noise, Gaussian blur, de-
focus blur, glass blur, motion blur, zoom blur, and original.

The Biased FFHQ (BFFHQ) dataset was derived from
the FFHQ dataset [3] by the authors of [5], which consists
of human face images labeled with various facial attributes.
The BFFHQ comprises age and gender as the intrinsic and
biased attributes, respectively, and compiles a collection of
images that exhibit a strong correlation between these two
attributes. In order to achieve this bias, a majority of the im-
ages of males have males with ages between 40 and 59, and
a majority of the images of females have females with ages
between 10 and 29. Therefore, a majority of the females in
the dataset are young, while a majority of the males in the
dataset are old. The bias-aligned samples of the dataset are
the samples that follow this bias.

In this work, we use the PyTorch framework [7] and
Python 3.0 for all the experiments. We use the NVIDIA
RTX AS5000 graphics processing unit for our experiments.
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We run all the experiments 3 times with different seeds and
report the average accuracy and the 95% confidence score.

2. Additional Experiments with p = 1% and
2%

p Vanilla LfF LDD DebiAN  Ours
2% 57.04 6558 63.18 56.54 69.08
1% 4751 5233 51.02 4743 55.72

Table 1. Additional Experimental Results on reduced CMNIST
for o = 0.05

We perform additional experiments with a significantly
limited amount of training data, i.e., p=1% and 2% of the
training data. The results for these experiments on the re-
duced Colored MNIST dataset with ¢ = 0.05 are reported
in Table 1. The results indicate that the performance of the
vanilla model falls significantly as compared to the results
in the main paper as the amount of training data decreases
further. The results indicate that the effectiveness of the bias
mitigation approaches decreases even further. The results
also indicate that the proposed approach significantly out-
performs the vanilla, LfF, LDD, and DebiAN approaches
by absolute margins of 12.04%, 3.5%, 5.9%, 12.54%, re-
spectively, for p = 2% and by absolute margins of 8.21%,
3.39%, 4.7%, 8.29%, respectively, for p=1%. Therefore,
the proposed approach is more effective at debiasing mod-
els as compared to the other approaches in this setting.
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