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A Class-wise IoU

In order to demonstrate how much accuracy drops for
each class after our feature propagation and rectification
steps, the class-wise IoUs are presented in Tab. 5. One can
see that most of objects are successfully propagated to non-
keyframes with a tiny drop which could be negligible com-
pared to the temporal consistency gain reported in Tab. 1 in
the main paper. It should be mentioned that it is common in
keyframe-based approaches that slender objects, like pole
or traffic sign, get deteriorated due to the flow-based propa-
gation.

Table 5. Class-wise IoUs on the Cityscapes validation set with
HRNetV2 and DeeplabV3+ as baselines.

Class HRNetV2 Ours DeeplabV3+ Ours

Road 98.2 98.1 98.1 98.1
Sidewalk 85.3 84.7 84.6 84.5
Building 92.4 91.9 92.0 91.7
Wall 56.0 58.0 59.0 58.6
Fence 60.2 60.9 60.8 59.9
Pole 64.6 57.4 58.8 55.0
Traffic light 69.9 67.9 64.9 63.8
Traffic sign 77.2 76.3 75.0 73.9
Vegetation 92.5 91.9 92.1 92.0
Terrain 64.2 64.4 64.7 65.2
Sky 94.3 94.0 94.5 94.5
Person 81.2 78.4 79.6 78.8
Rider 59.4 58.5 59.0 58.7
Car 94.6 94.3 94.6 94.6
Truck 67.6 75.7 83.8 84.8
Bus 81.4 81.1 85.5 88.5
Train 67.6 69.2 70.5 73.1
Motorcycle 59.7 62.0 63.7 64.9
Bicycle 75.9 74.1 74.6 74.0
Avg. 75.9 75.7 76.6 76.5

B Visual Comparison
To compare our proposed BOFP with the keyframe and

non keyframe-based methods over time, two videos show-
ing the results simultaneously are provided.

B.1 Comparison with Keyframe-based Methods

The video consists of the original frame, video seman-
tic segmentation results obtained from DFF [3] and DAVSS
[4] as keyframe-based methods, and our proposed method.
Comparing our method with the keyframe-based methods,
the regions where flow-based feature propagation causes
mistakes are described.

Note to the person riding a bicycle. The traffic-signs and
pedestrians are being occluded as the rider passes them. It
can be seen that the distortions made by flow-based fea-
ture propagation can be corrected by our method as these
occluded regions are compensated with the features propa-
gated from the subsequent key frame.

B.2 Comparison with non Keyframe-based
Methods

The video consists of the original frame, video seman-
tic segmentation results obtained from HRNetV2 [2] and
GRFP [1] as non keyframe-based methods, and our pro-
posed method.

Comparing our method with the non keyframe-based
methods, it can be observed that there are regions that HR-
NetV2 and GRFP methods produce predictions which are
not consistent over time. Hence, the results suffer from the
flickering problem leading to inferior temporal consistency.
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