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0.1. Impact of γ on different settings

The main component responsible for simplifying the
MSDA problem with our approach is prototype-based
learning. In this study, we investigate the importance of
contrastive loss on prototypes by studying the impact of γ in
different settings. For experiments, we considered the two
cases; Cross Time Adaptation and Mixed Domain Adapta-
tion settings. The Cross Time Adaptation setting is much
simpler compared to the Mixed Domain Adaptation setting.
By choosing these settings, we get an idea of the effect
of γ on simple and complex MSDA problems. The anal-
ysis result is reported in Table 1. It can be observed that
for the Cross Time Adaptation setting, the performance of
our method increased with the increase in γ, while it de-
creased for the Mixed Domain Adaptation setting. With the
increase in value of γ, the model is forced to learn a class-
conditioned aligned feature space. Learning this feature
space is much easier if the domain shift among the datasets
is not much. But with the increase in domain shift, learning
the aligned feature space becomes difficult.

γ Source Domain Target Domain mAP
0.1

D+N Dusk/Dawn

43.6
0.5 43.9
0.9 44.6
1.2 45.3
1.5 45.1
0.1

C+M+S Daytime

39.7
0.5 39.1
0.9 38.7
1.2 38.3
1.5 38.2

Table 1. Effect of γ under different domain shift conditions.

Figure 1. AP of PMT with a growing number of object categories.

0.2. Impact of the Number of Classes

In this ablation, we consider the effect of a different num-
ber of object categories for training and evaluation on our
PMT. We analyze the performance of a given class when
trained with a varying number of other classes and how
this affects the final detection performance. As the proto-
types are trained with a contrastive loss, we expect that an
increased number of classes could help to further improve
the overall adaptation. In Fig. 1, we present the AP for the
classes Person and Car when trained with 0 to 8 additional
classes and Truck and Raider when trained with 2 to 8 ex-
tra classes. While for some of the classes (Person and Car),
the effect is not clear, for others (Truck and Rider) there is
a clear trend in which more classes are used and better the
results. We hypothesize that this different behavior could
be due to the number of training samples per class. For
very common classes with many samples, the model is al-
ready quite general, and adding more classes does not help.
Instead for classes with fewer data points, contrasting the
prototypes with other classes helps to improve detection.
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Setting Source Method Bike Bus Car Motor Person Rider Light Sign Train Truck mAP

Source Only
D

FRCNN [6]
35.1 51.7 52.6 9.9 31.9 17.8 21.6 36.3 - 47.1 30.4

N 27.9 32.5 49.4 15.0 28.7 21.8 14.0 30.5 - 30.7 25.0
D+N 31.5 46.9 52.9 8.4 29.5 21.6 21.7 34.3 - 42.2 28.9

UDA Blending D+N

Strong-Weak [7] 29.7 50.0 52.9 11.0 31.4 21.1 23.3 35.1 - 44.9 29.9
Graph Prototype [1] 31.7 48.8 53.9 20.8 32.0 21.6 20.5 33.7 - 43.1 30.6
Cat. Regularization [9] 25.3 51.3 52.1 17.0 33.4 18.9 20.7 34.8 - 47.9 30.2
UMT [2] 42.3 48.1 56.4 13.5 35.3 26.9 31.1 41.7 - 40.1 33.5
Adaptive Teacher [3] 43.1 48.9 56.9 14.7 36.0 27.1 32.7 43.8 - 42.7 34.6

MSDA D+N

MDAN [11] 37.1 29.9 52.8 15.8 35.1 21.6 24.7 38.8 - 20.1 27.6
M3SDA [5] 36.9 25.9 51.9 15.1 35.7 20.5 24.7 38.1 - 15.9 26.5
DMSN [10] 36.5 54.3 55.5 20.4 36.9 27.7 26.4 41.6 - 50.8 35.0
TRKP [8] 48.4 56.3 61.4 22.5 41.5 27.0 41.1 47.9 - 51.9 39.8
PMT(ours) 55.3 59.8 67.6 29.9 47.6 32.7 46.3 56.0 - 57.7 45.3

Oracle D+N Target Only 27.2 39.6 51.9 12.7 29.0 15.2 20.0 33.1 - 37.5 26.6
All-Combined 56.4 59.9 67.3 30.8 47.9 33.9 47.2 57.8 - 54.8 45.3

Table 2. Class-wise AP of PMT compared against the baseline, UDA, MSDA, and oracle methods on BDD100K. Source domains are
daytime (D) and night (N) subsets and the target is always Dusk/Dawn of BDD100K

Setting Source Method Person Car Rider Truck Motor Bicycle Bike mAP
Source Only C FRCNN [6] 26.9 44.7 22.1 17.4 17.1 18.8 16.7 23.4
Source Only

C+M

FRCNN [6] 35.2 49.5 26.1 25.8 18.9 26.1 26.5 29.7
UDA Blending Unbiased Teach. [4] 30.7 28.0 3.9 11.2 19.2 17.8 18.7 18.5
UDA Blending Adaptive Teacher [3] 31.2 31.7 15.1 16.4 17.1 20.9 27.9 22.9
MSDA TRKP [8] 39.2 53.2 32.4 28.7 25.5 31.1 37.4 35.3
MSDA PMT(ours) 41.1 53.5 31.2 31.9 33.7 34.9 44.6 38.7
Source Only

C+M+S

FRCNN [6] 36.6 49.0 22.8 24.9 26.9 28.4 27.7 30.9
UDA Blending Unbiased Teach. [4] 32.7 39.6 6.6 21.2 21.3 25.7 28.5 25.1
UDA Blending Adaptive Teacher [3] 36.3 42.6 19.7 23.4 24.8 27.1 33.2 29.6
MSDA TRKP [8] 40.2 53.9 31.0 30.8 30.4 34.0 39.3 37.1
MSDA PMT(ours) 43.3 54.1 32.0 32.6 35.1 36.1 44.8 39.7

Oracle
C+M Target Only 35.3 53.9 33.2 46.3 25.6 29.3 46.7 38.6
C+M All-Combined 40.2 60.1 47.1 60.0 29.2 36.3 56.9 47.1
C+M+S All-Combined 41.7 63.9 49.5 58.1 31.6 39.1 53.5 48.2

Table 3. Class-wise AP of PMT compared against the baselines on Daytime domain of BDD100K. C, M, and S refer to Cityscapes, MS
COCO, and Synscapes datasets.
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