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1. Training and Implementation Details
For training, we consider the natural non-synthetic

scenes given in [1], together with their associated pose in-
formation. An off-the-shelf segmentation or manual anno-
tation is used to extract masks. We note that masks need
not be exact, and may capture more then the desired ob-
ject (see main paper for details). Our rendering resolution
for training the background and full scenes is 504 × 378.
For the manipulation tasks, the same resolution is used for
3D inpainting, object camouflage, transformation and non-
negative inpainting tasks. For the semantic manipulation
task, our rendering resolution is 252×189. For the CLIP [2]
input, for a given view, we sample a 128 × 128 grid of
points from the 252 × 189 output, and then upsample it to
224 × 224, which is the required input resolution of CLIP.
We normalize the images and apply a text and image em-
bedding as in CLIP [2]. We follow NeRF [1], in optimizing
both a “coarse” and “fine” networks for a neural radiance
field, and follow the same sampling strategy of points along
the ray. All neural fields are parametrized using an MLP
with ReLU activation of the same architecture of [1]. We
use an Adam optimizer (β1 = 0.9, β2 = 0.999) with a
learning rate that begins with 5 × 10−4 and decays expo-
nentially to 5× 10−5.

2. Additional Visualizations
As noted in the main text, Fig. 1 (a) shows the failure

to remove a light source. In Fig. 1 (b1 to b4), we show,
for the task of foreground object translation (Fig. 6), al-
ternatives to the recombining method of Eq. 5, with (b2)
c′full

ir instead of c′fg
ir , (b3) w′

full
ir instead of w′

fg
ir , (b4)

ccr =
∑N

i=1(w
′
bg

ir + w′
fg

ir ) · (c′bg
ir + c′fg

ir ).

3. Training masks
We provide a sample of the training masks used for train-

ing views in Fig. 2.
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Figure 1. (a) Failure to completely remove a light source. The original light source is shown in blue in the middle image and for the back-
ground, using our method, on the right. In orange and green are regions affected by the light source, resulting in the failure to completely
remove it. Full 3D scene is shown in the supplementary HTML. (b1-b4) Ablation for composition. Alternatives to the composition shown
in Eq. 5 for foreground object translation (Fig. 6).



Figure 2. Sample of the masks used for our method for training views.
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