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Figure 1. More visualization results of CelebA 64×64 and LSUN bedroom 64×64 datasets.

1. Theoretical Energy Consumption Calcula-
tion

To calculate the theoretical energy consumption, we be-
gin by determining the synaptic operations (SOPs). The
SOPs for each block in the Spiking UNet can be calculated
using the following equation:

SOPs(l) = fr × T × FLOPs(l) (1)

where l denotes the block number in the Spiking UNet, fr
is the firing rate of the input spike train of the block and
T is the time step of the spike neuron. FLOPs(l) refers to
floating point operations of l block, which is the number of
multiply-and-accumulate (MAC) operations. And SOPs are
the number of spike-based accumulate (AC) operations.

To estimate the theoretical energy consumption of Spik-
ing Diffusion, we assume that the MAC and AC operations
are implemented on a 45nm hardware, with energy costs
of EMAC = 4.6pJ and EAC = 0.9pJ , respectively. Ac-
cording to [5, 8], the calculation for the theoretical energy
consumption of Spiking Diffusion is given by:

EDiffusion = EMAC × FLOP1
SNNConv

+ EAC ×

(
N∑

n=2

SOPn
SNNConv

+

M∑
m=1

SOPm
SNNFC

)
(2)

where N and M represent the total number of layers of
Conv and FC, EMAC and EAC represent the energy cost of
MAC and AC operation, FLOPSNNConv

denotes the FLOPs
of the first Conv layer, SOPSNNConv

and SOPSNNFC
are the
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Figure 2. Detailed architecture of our SNN-UNet. Our network mainly consists of Pre-spike Resblocks (colored in yellow). The initial
noise will first enter the spiking encoder (green) and then be converted into spike series. The forward process is performed by propagating
through the DownBlocks, MiddleBlocks and UPBlocks. The orange and the blue blocks indicate the downsampling and upsampling layers,
respectively. Eventually, we can get the predicted noise from the last noise decoder (magenta), which in turn reconstructs the image.

SOPs of nth Conv and mth FC layer, respectively.

2. More visualization on the Celeba and LSUN

We provide more qualitative results on the CelebA and
LSUN bedroom datasets at the beginning of this Supple-
mentary Material, hoping to aid the reader in assessing im-
age quality, and artifacts.

3. Implementation Details

The detailed architecture of our Spiking UNet is illus-
trated in Fig. 2. It is important to note that we adopt the most
primitive UNet [6] structure without any transformer blocks
since the self-attention mechanism has not been demon-
strated to be fully compatible with the spiking transmis-
sion process. The encoding (head) layer is composed of 2
Spiking Convolutional (Conv) layers and 1 LIF layer, which
converts the floating input into spike sequences. The base
latent channel dimension is 128 and the deepest dimension
is 1024. Since the predicted noise of the diffusion process
must be floating-point numbers, the conversion of discrete
features to continuous features is necessary, so we adopt 2
Conv layers and a membrane potential layer [3] as our de-
coder. As for the spiking neuron (activation function) in
the SNN-UNet, we use a special case of LIF: Integrate-and-
Fire (IF [1]) model, where the decay rate of the neuron is
1.0. We choose Lmse for the training objective and use
a batch size of 128 for the main experiments and our ab-
lation study. The SNN-UNet was trained with a learning
rate of 0.0002 using the Adam [4] optimizer. In addition,
SDDPM does not use the EMA [7] algorithm in the train-
ing process. For fair comparisons, we re-evaluate the re-
sults of DDPM [2] using the same UNet architecture and
the same training scheme as SDDPM. Our code is available
at https://github.com/AndyCao1125/SDDPM.

4. Threshold Guidance on SDDPM
We tested more experimental demonstrations on thresh-

old guidance in Tab. 2, including the results of CIFAR-10
and CelebA. The top-1 and top-2 results are bold and un-
derlined, respectively. However, the order of magnitude re-
garding threshold adjustment still needs to be further ex-
plored.

Method Threshold FID↓ IS↑
Baseline 1.000 19.73 7.44

Inhibitory
Guidance

0.999 19.25 7.48
0.998 19.38 7.55
0.997 19.20 7.47
0.995 19.42 7.43
0.990 19.77 7.45

Excitatory
Guidance

1.001 20.00 7.47
1.002 19.98 7.48
1.003 20.04 7.46
1.005 20.42 7.46
1.010 21.57 7.37

Table 1. More Results on CIFAR-10 by different threshold
guidances. Experiments are conducted by SDDPM (T=4).

Method Threshold FID↓
Baseline 1.000 25.09

Inhibitory
Guidance

0.999 24.69
0.998 25.08
0.997 27.30

Excitatory
Guidance

1.001 26.34
1.002 28.25
1.003 28.93

Table 2. More Results on CelebA by different threshold guid-
ances. Experiments are conducted by SDDPM (T=4).
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