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This appendix to the main paper provides further details
on implementation and evaluation (Sec. A), additional ab-
lation studies (Sec. B), additional quantitative (Sec. C) and
qualitative results (Sec. D), and a discussion on potential
negative societal impact (Sec. E)

A. Implementation and Evaluation Details

A.1 LOCA pretraining details

We train our models with a base learning rate of 0.001 (lin-
early ramped up during the first 15 epochs before cosine
decay), a batch size of 1024 and a weight decay of 0.1 with
adamw optimizer [13]. Models for ablations and analyses
are trained during 100 epochs while checkpoints for main
results are trained for 600 epochs. 100 epochs of training on
16 TPUv2 accelerators take 29 hours. We use n = 0.8 for
masking. For data augmentation we apply random resized
crop, horizontal flipping and color jittering (following the
parameters from BYOL [10]). Momentum parameter is set
to 0.996 and increased with a cosine schedule to 1 during
training [4, 10,29]. We typically use 10 queries per refer-
ence view. We follow MSN pipeline for generating query
views [2]. In particular, we restrain the spatial extent of the
queries thanks to token dropping. Specifically, one query
undergoes random token dropping while the other queries
have focal random token dropping. Results are reported

Classif. Loc. Both
Method Data  Sup. A P A P A P
ViT-Base/16
CLIP [19] WIT Text 58.3 67.1 66.4 73.2 459 52.8

AugReg [21] Im21k Labels 60.7 66.1 67.4 75.0 48.1 55.7
LOCA Im21k @ 50.2 63.9 68.5 76.5 48.5 55.7

ViT-Large/16
AugReg [21] Im21k Labels 60.3 65.8 68.0 75.4 50.7 56.5
LOCA Im21k © 51.6 63.3 71.0 78.9 52.3 60.3

Table A.1. Comparison with supervised pretrainings by disen-
tangling localization and classification on semantic segmentation.
We report classification only with a frozen backbone (“Classif.”:
mAP), localization only (“Loc”: mloU) and semantic segmenta-
tion end-to-end finetunings (“Both”: mloU) on ADE20k (“A”) and
Pascal Context (“P”). Results for ADE20k are also presented in the
main paper. LOCA yields excellent locality and good semantic
understanding. It is behind supervised image-level pretraining on
the pure semantic axis (classification) but better on segmentation
(“Both”).

with the weights from the momentum branch [4, 29]. We
implement LOCA in Jax using the open-sourced SCENIC li-
brary [8]. Code and models to reproduce our results will be
made publicly available as a SCENIC project.

A.2 Semantic segmentation datasets

In this paper, we report results on the following diverse
semantic segmentation benchmarks: ADE20k [28], Pascal
Context (“P.Cont”) [16], Pascal VOC (“P.VOC”) [9],
Cityscapes (“Citys.”) [6], Berkeley Deep Drive
(“BDD”) [26], CamVid [3], India Driving Dataset
(“IDD”) [25], KITTI [1], SUN-RGB-D (“SUN”) [20], IS-
PRS [14] and SUIM [12]. We detail the main four datasets
used in this paper here and refer to corresponding papers
and to Mensink et al. [15] for details on the remaining other
datasets.

ADE20K [28]. It is a dataset containing scenes with fine-
grained labels with 150 semantic classes and is one of
the most challenging semantic segmentation datasets. The
training split is composed of 20,210 images. We report re-



Consumer Driving Indoor  Aerial Underwater ‘ Avg. rel.
Pretraining method Labels ADE20k P.Cont PVOC Citys. BDD CamVid IDD KITTI SUN ISPRS SUIM ‘ A (%)
ImageNet-1k / ViT-Base/16
Random init. 21.1 19.6  29.1 514 402 433 452 39.0 19.7 28.1 53.0 0
DeiT [22,23] v 47.1 - - - - - - - - - -
DeiT-1II [24] v 473 539 76.1 79.7 6277 538 554 472 47.5 421 73.5 +79.0
DINO [4] 441 50.7  74.1 784 607 515 543 464 444 41.5 71.2 +71.9
MoCo-v3 [5] 454 51.6 745 78.6 604 51.1 537 457 45.6 42.1 72.6 +73.6
iBOT [29] 47.0 546 75.0 79.8 62.1 515 555 470 46.3 422 73.2 +77.7
MAE [11] 45.5 51.7 75.0 79.7 621 578 558 483 45.9 44.6 72.4 +77.8
LOCA (Ours) 47.9 549 76.7 79.8 628 56.1 55.6 48.5 47.7 45.6 74.0 +82.1
ImageNet-21k / ViT-Large/16
Random init. 21.2 20.1 31.1 449 397 4377 454 39.7 19.2 26.7 48.3 0
Augreg [21,22] v 50.7 56.5% 715 80.7% 623 512 549 476 48.5 43.8 73.7 +84.8
LOCA (Ours) 52.3 60.3 78.7 815 653 56.0 575 503 51.3 49.7 73.7 +93.9

Table A.2. Comparison with previous results on 11 semantic segmentation datasets. We report mean IoU on the validation set
of different semantic segmentation benchmarks. Backbones are pretrained using different self-supervised and supervised methods. We
consider two settings: (i) pretraining on ImageNet-1k with ViT-Base/16 and (ii) pretraining on ImageNet-21k with ViT-Large/16. We

follow the experimental setup of Segmenter [

] for end-to-end finetuning with linear decoder. We report official numbers from [

] when

available and run the evaluation from official released checkpoints when not available. We report the average over 5 runs with single-
scale mode (*: with multi-scale evaluation). Finally, we report in the last column the relative improvement over starting from random

initialization averaged over the 11 datasets (“avg.rel A”).

sults on the validation set, composed of 2,000 images.
Pascal Context [16]. The training split is composed of
4,998 images with 59 semantic classes and a background
class (hence a total of 60 classes). The validation set has
5,105 images.

Pascal VOC [9]. This dataset has a training set of 10,582
images and counts 21 classes (with background class). We
report results on the validation set, it has 1,449 images.
Cityscapes [6]. The dataset contains 5,000 images from
50 different cities. We consider the setup with 19 classes
as in [22]. There are 2,975 images in the training set, 500
images in the validation set and 1,525 images in the test set
(not used). We report results on the validation set.

A.3 Evaluation protocol

We hope to use a simple decoder for semantic segmentation
for better investigating the effectiveness of pretraining. We
precisely follow the experimental setup of Segmenter [22]
for end-to-end finetuning of Vision Transformer with lin-
ear decoder. The data augmentation used during training
is normalization, random resizing of the image to a ratio
between 0.5 and 2.0, photometric jittering and random hor-
izontal flipping. We randomly crop images and use padding
to preserve aspect ratio. We use the 512 x 512 resolution
for all datasets and 768 x 768 on Cityscapes. On ADE20Kk,
we train for 127 epochs with minibatch size of 16 (result-
ing in 160k iterations). On Pascal, we train for 256 epochs
with minibatch size of 16 (resulting in 80k iterations). On

Cityscapes, we train for 215 epochs with minibatch size of
8 (resulting in 80k iterations). On all other datasets, we
train with minibatch size of 16 and 160k iterations. We use
the “poly” learning rate decay schedule and sweep the base
learning rate in {8e — 5, 1le — 4,3e — 4,8e — 4} for all of
our runs. Weight-decay is kept fixed at 0.01. At evaluation
time, we use the sliding-window mechanism with window
resolution matching the resolution used during training (i.e.
512 x 512 for all datasets and 768 x 768 for Cityscapes) to
handle varying image sizes during inference. Table 3 row 6
in Segmenter paper [22] reports 48.06 mloU (single scale)
for finetuning from ViT-B/16 AugReg checkpoint [21]. The
average of 3 runs in the same setup in our codebase gives
48.07 mloU (run 1: 48.41, run 2: 48.08, run 3: 47.70). This
validates our reproduction of the linear decoder presented
in the Segmenter work [22].

B. Additional Ablations

Table A.3 shows an additional ablation study of several
components of our model. In Tab. A.3, we observe that our
model is quite robust to the ablation of position embeddings
(1) or color jittering augmentation (3). We also see that
reducing the number of queries per reference, for example
5 instead of 10, allows to speed up pretraining time by x1.6
while inducing a loss of only 0.7% in performance (see rows

and 2).



Variant ADE20k A
LOCA 46.2
w/o positional embeddings 459 —-03
w/ 5 queries instead of 10 45.5 - 0.7
w/o color data augmentation 44.6 - 1.6
w/ 2 queries instead of 10 43.4 —2.8

Table A.3. Ablation study. We ablate different component of
LOCA, one at a time. All variants are run during 100 epochs and
we report their absolute and relative (A) performance (mlIoU) after
finetuning on semantic segmentation.

C. Additional Results
C.1 Comparison on 11 semantic segmentation tasks

In Table A.2, we compare LOCA pre-training to different
self-supervised and supervised methods on eleven semantic
segmentation benchmarks with diverse properties and do-
mains. The datasets and evaluation protocols are detailed
in Sections A.2 and A.3. With ViT-Base/16 architecture
and ImageNet-1k dataset, the relative improvement over
starting from random initialization averaged over the 11
datasets for LOCA features is +82.1%. This is +4.8 points
above the best self-supervised competitor, MAE, and +3.1
points above supervised pretraining with DeiT-3. With ViT-
Large/16, LOCA features transfer even better to semantic
segmentation. They reach a relative improvement over ran-
dom initialization of +93.9%, which is 9.1 points higher
than the results obtained with AugReg checkpoint [21] in
the Segmenter paper [22]. This validates our location-
aware pretraining for transferring on semantic segmenta-
tion downstream tasks compared to using checkpoints pre-
trained with a supervised, global task such as AugReg [21].

C.2 More localization/classification trade-off results

Semantic segmentation is the coupling of classification and
localization, where these two tasks can have different fea-
ture preferences. In this section, we propose to disentan-
gle classification and localization performance on seman-
tic segmentation benchmarks which require both. First, we
discard local information and evaluate classification only
by training a linear layer with a multi-label binary cross-
entropy loss. Second, we evaluate localization only by re-
porting the performance of an already finetuned semantic
segmentation model in presence of a class oracle. Specifi-
cally, the oracle replaces the label of each mask by the label
of the ground truth mask it has the best IoU with. This
evaluation allows to assess the shape and localization of the
predictions but not their class.

Comparison with image-level supervised pretrainings.
We compare our self-supervised location-aware pretraining

to two powerful image-level pretraining paradigms: (i) im-
age classification (i.e. label supervision) as in [21,27] and
(ii) image-text alignment as in CLIP [19]. We present the
results by disentangling localization and classification on
semantic segmentation. Note that we report classification
with a frozen backbone as typically done in self-supervised
learning literature (coined as the “linear probing” evaluation
protocol). In Table 5 of the main paper, we have reported re-
sults only with ADE20k dataset. We show in Table A.1 that
observations and conclusions are consistent when consider-
ing other datasets, namely Pascal Context and Cityscapes.
On Pascal Context, we interestingly observe in Table A.1
that the final performance on semantic segmentation is the
same for AugReg and LOCA ViT-B/16 checkpoints pre-
trained on ImageNet-21k (i.e. 55.7 mloU). However, this
performance can be explained by different factors for the
two checkpoints: (i) good classification performance for
AugReg (i.e. 66.1 for AugReg vs 63.9 for LOCA) and (ii)
acute localization performance for LOCA (i.e. 75.0 for Au-
gReg vs 76.5 for LOCA).

Comparison with different supervised and self-
supervised pretrainings. In Table A.4, we compare the
behavior of models pretrained with an image-level versus
spatially-aware objective with ViT-B/16 on ImageNet-1k.
Unlike previous experiment in Table A.1, we report end-
to-end finetuning for classification only in this experiment.
Indeed, we have observed that freezing the backbone and
training a linear classifier on top of MAE features perform
very poorly [11]. In Table A.4, we observe that models
pretrained with a global, image-level objective such as
DeiT-1II or MoCo-v3 tend to be better on the classification
aspect. By contrast, models trained with a spatially-aware
objective such as MAE or LOCA produce more spatially
accurate predictions. Overall, LOCA yields excellent
locality and good class-level understanding (while not
beating representations learned with label classification
pretraining [24] on the pure classification axis). This
results in strong semantic segmentations which require
both locality and semantic features.

C.3 Scaling Study

We report in Table A.5 (resp. in Table A.6) the numbers
corresponding to Figure 6 (left) (resp. (right)) of the main
paper. We observe that the performance boost from increas-
ing the pretraining dataset size increases when considering
bigger architectures.

C.4 Interaction with DINO-v2.

We find in Table A.7 that DINO-v2 [17] with the ViT-
B/14 architecture distilled from a ViT-giant teacher outper-
forms LOCA ViT-Base/16 (trained on ImageNet-1k only)



Classification only (mAP)

Localization only (mIoU)

Both (mloU)

Method ADE20k P. Cont. P. VOC Citysc.

ADE20k P. Cont. P. VOC Citysc.

ADE20k P. Cont. P. VOC Citysc.

Image-level pretrainings

DINO [4] 61.6 677 899 815 64.5 71.6 787 719.6 44.1 507 741 784
MoCo-v3 [5] 61.1 69.3 936 82.1 66.2 73.7  79.0 799 454 51.6 745 8.6
Supervised (DeiT-II1 [24]) 64.8 71.5 946 84.0 66.5 73.6  80.1 80.7 473 539 761  79.7
Spatially-aware pretrainings

MAE [11] 59.0 67.6 928 843 67.0 743 799 81.1 45.5 517 750 79.7
LOCA (Ours) 62.2 699 937 83.6 67.9 754 80.5 814 47.9 549 76.7 79.8

Table A.4. Disentangling localization and classification on semantic segmentation. We report end-to-end finetuning on classification
only (with a multi-label classification loss) and localization only (with an oracle giving the class of the segmentation masks) evaluations on

4 popular semantic segmentation benchmarks: ADE20k [

], Pascal Context (“P.Cont.”) [

], Pascal VOC (“P.VOC”) [9] and Cityscapes

(“City.”) [6]. Best number is in bold and second best is underlined. We report performance for different methods pretrained on ImageNet-1k

(with or without labels) with ViT-B/16.

Arch/Data Rand-130k Rand-1.3M Full 13M INet-1k
ViT-Base/16 41.4 46.9 48.5 479
ViT-Large/16 39.1 48.5 52.3 49.6

Table A.5. Scaling in data axis on ImageNet-21k. We report
performance (mean IoU on ADE20k - single scale evaluation) for
different pretrained LOCA models. “Rand-x” means that we take
a random subset of size x in ImageNet-21k. ‘INet-1k” means that
we use the ImageNet-1k dataset only for pretraining.

Data / Arch Small/16  Base/16  Large/16 Huge/16

ImageNet-1k 44.8 48.0 49.6 48.9
ImageNet-21k 44.8 (+0.0) 48.5 (+0.5) 52.3 (+2.7) 54.3 (+5.4)

Table A.6. Scaling in model axis on ImageNet-21 and ImageNet-
1k. We report performance (mean IoU on ADE20k - single scale
evaluation) for different pretrained LOCA models. The perfor-
mance boost from increasing the pretraining dataset size increases
when considering bigger architectures.

Dataset DINO-v2-ViT-B/14 (distilled) [ | 7] LOCA-ViT-B/16

ADE20k 51.8 47.9
BDD 64.8 62.8
CamVid 572 56.1
IDD 58.3 55.6
KITTI 50.2 48.5
SUN 494 47.7
SUIM 73.2 74.0

Table A.7. Comparison with DINO-v2.

on the different considered semantic segmentation bench-
marks. Interestingly, we observe that the gap between
DINO-v2 and LOCA is higher for datasets which are close
to the training data of DINO-v2, such as ADE20k. It is ex-
pected since the dataset to train DINO-v2 contains retrieved
images specially selected to be similar to ADE20k training

images. The gap with DINO-v2 reduces for datasets out of
the distribution of training data of DINO-v2 (like CamVid
or SUIM for example).

We report a comparison with DINO-v2 for informative
purposes, but the reader might need to keep in mind that
the comparison is unfair to LOCA for the following rea-
sons: (i) different pretraining datasets (ImageNet-1k only
vs in-house LVD-142M)), (ii) DINO-v2 checkpoints are dis-
tilled from a ViT-g teacher with 1.1B parameters, (iii) use
of smaller patches (/14 vs /16) which usually improves the
performance of ViT models on dense tasks [4]. Plus, DINO-
v2 is an unpublished, concurrently submitted work. How-
ever, we believe discussing the interaction with DINO-v2 is
interesting because DINO-v2 training combines an image-
level and a patch-level objective, where the latter is akin
to iBOT [29]. Hence, given that LOCA outperforms iBOT
for dense tasks like semantic segmentation (see Table A.2
for example) a promising direction could be to replace or
complement iBOT in the DINO-v2 framework with explicit
position prediction as in LOCA.

D. Visualizations

In this section, we visualize the output of the position
prediction pretraining task. Specifically, in Figure A.l,
we visualize query location prediction for different LOCA
models. We compare models pretrained with different
masking rates: (i) n = 0: no masking, the reference is en-
tirely visible to the query; (ii) = 0.8: default masking
rate, only 40 reference patch tokens are visible to the query;
(iii) » = 1: full masking, the reference is invisible to the
query.

In the first rows of Figure A.1, we show examples where
the network seems to effectively solve the task by relative
location. In those cases, we observe that LOCA trained with
masking rate = 0.8 manages to locate the query based on
the patches visible from the reference. For example we see



that the network successfully manages to locate the leash
joint based on seeing the patch representations of the head
of the dog, or to locate the neck of the lizard based on the
visible patches of its head. By contrast, the network which
does not see the reference at all (i.e. n = 1) cannot suc-
cessfully locate the query in those cases. Interestingly, we
see that in some cases, this network (1 = 1) can still locate
the query by learning where things are typically located in
natural images. For example, we observe in Figure A.1 that
by recognizing a part such as “ear” it makes a guess that it
is more likely to be at the top of the image rather than at the
bottom. However, it cannot guess if it is left or right because
we apply random horizontal flips between query and refer-
ence during training and so this patch is as likely to occur at
the right than at the left of the image.

Lastly, we observe that the network trained with full ac-
cess to the reference (7 = 0) can almost always locate the
query. This is because it can rely on low-level cues such
as edge consistency or salient points. The last rows of Fig-
ure A.l illustrate this phenomenon.

E. Potential Negative Societal Impact

In this work, we propose to pre-train neural networks on
potentially large databases of images only before finetun-
ing them on semantic segmentation tasks. Because we are
not using any annotations during the pre-training dataset,
this might reduce the biases present in the annotations of
the datasets typically used for pre-training [18]. However,
the models can still be affected by other sources of biases in
the dataset, such as unfair distribution of images or biases
against certain populations across the world [7, 1 8]. We ac-
knowledge these potential caveats, and encourage the com-
munity to utilize more fair and responsible data collections.



query n=0 n=0.8 n=1 query n=0 n=0.8 n=1

Example of cases where n = 0.8 succeeds and 1 = 1 fails. The network relies on relative location.

mo

Figure A.1. Visualizing LOCA’s position predictions. The query location is shown in blue in the reference and LOCA predictions are
shown in red. Columns correspond to different reference masking rates and we show only patches visible to the query when it makes its
prediction. Displayed images are not seen during training. See discussion in Section D.
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