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1. Some More Insights
Representation quality and robustness. To evaluate the
representation quality of the features learned during pre-
training and the need for the encoder and dual decoder
blocks in the Swin-TESTR pipeline we did an exhaustive
evaluation by freezing and unfreezing them. We performed
all the possible combinations of frozen and unfrozen de-
coder and encoder to show the representation quality. Re-
sults have been highlighted in Table 1 performed on the
Total-Text dataset in the fine-tuning configuration. The
consistent performances on both detection and recognition
tasks for all the different configurations show the model’s
robustness.

Table 1. Evaluating Representations. Performance obtained by
fine-tuning a pre-trained model using frozen backbones. Here
“IE”, “LD”, and “CD” represent Image Encoder, Text Location
Decoder, and Text Recognition Decoder respectively also “None”
refers to no lexicon has been used.

Blocks Detection End-to-End

IE LD CD P R F None
✗ ✗ ✓ 91.67 77.63 84.07 71.88
✗ ✓ ✗ 93.33 81.91 87.25 73.74
✗ ✓ ✓ 90.86 84.64 87.64 68.9
✓ ✗ ✗ 91.89 83.51 87.50 74.27
✓ ✗ ✓ 92.52 83.12 87.57 74.56
✓ ✓ ✗ 91.23 84.69 87.84 75.14
✓ ✓ ✓ 90.58 85.46 87.95 74.13

Effectiveness of Swin Transformer backbone over
ResNet 50. Connecting remote features with vanilla con-
volutions can be a challenging task due to their local oper-
ation at fixed sizes, such as 3 × 3. However, in the case of
text spotting, it becomes crucial to capture the relationships
between different texts. This is because scene text within
the same image tends to exhibit similarities in terms of the
text background, style, and texture. To address this issue,

we have selected a backbone architecture known as Swin-
Transformer [9], specifically the Swin-tiny variant, for fea-
ture extraction. The Swin-Transformer unit stands out as
a small and efficient option that fits our requirements. By
incorporating the Swin-tiny unit into our framework, we
aim to enhance the ability of our model to understand the
contextual connections between texts, thereby improving
text spotting performance. In summary, the challenge lies
in connecting remote features using conventional convolu-
tions, which have limited receptive fields. However, in the
context of text spotting, it is crucial to capture the relation-
ships between different texts. To tackle this, we utilize the
Swin-tiny backbone, which is a compact and efficient vari-
ant of the Swin-Transformer, to extract features that enable
our model better to comprehend the contextual information
present in text scenes. we have illustrated how our Swin-
tiny backbone manages to generate a better-localized repre-
sentation over the text than the standard Resnet-50 model.
The final output from the last layer of the encoder is then
propagated to the next phase. Fig. 1 illustrates how we in-
corporate two dilated convolution layers, one vanilla con-
volution layer, and one residual structure into the original
Swin-Transformer, which also introduces CNN properties
to Transformer.

Figure 1. Illustration of the effectiveness of the Swin Backbone
over Resnet 50. first one is the original image, the second one
is the feature map extracted by Resnet 50. and the last one is the
feature map generated by Swin-tiny Backbone
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2. Datasets and Experimental Setup

ICDAR 2015 [4] is the official dataset for ICDAR 2015
robust reading competition for regular text spotting. It has
1000 training and 500 testing images. As discussed in [13]
it has 6.9 words per image.
Total-Text [1] is a well-known arbitrary-shaped text spotting
benchmark with 1255 training and 300 testing images. The
text instances in this benchmark are at the word level. As
discussed in [13] it has 7.4 words per image.
CTW1500 [7] is another arbitrary-shaped text spotting
benchmark consisting of 1000 training and 500 testing
images. The text instances in this benchmark are at the
multi-word level.
VinText [12] is a recently released Vietnamese text dataset
containing arbitrary-shaped text. It consists of 1200
training images and 500 testing images.
Curved SynthText 150K dataset synthesized in [6], consist-
ing of 94723 images with mostly straight text and 54327
images with major curved text.
ICDAR 2017 MLT [11] is a multi-lingual text dataset. It
contains 7200 training images and 1800 validation images.
We only select the images containing English texts for
training. The text instances in this benchmark are at the
word level. As discussed in [13] it has 9.5 words per image
which is very high.
ReCTS [15] is a Chinese arbitrary-shaped text dataset with
20000 training images and 5000 testing images.

Experimental Setup: One RTX 3080 Ti GPU with a batch
size of 1 for an overall 16 days for pre-training phase.
For supervised training on the corresponding evaluation
datasets to understand where we stand in the competition,
we fine-tune Total-Text, and ICDAR2015 with 200K itera-
tions. For the CTW1500 dataset, we fine-tune Swin-TESTR
over 2000K iterations with a maximum length of text 100.
As it is annotated sentence level it needs more iterations to
fine-tune. For Vintext we fine-tune our model with 1000K
iterations.

3. More Performance Evaluation and Analysis

Performance Analysis on the Out-of-Vocabulary
dataset. Here we have also evaluated the domain
adaptation setting in the Out-of-Vocabulary (OOV) text
recognition dataset [2]. An OOV dataset in the context
of natural language processing and machine learning
typically refers to words that are not in the model’s training
dictionary or vocabulary. This situation often arises when
the model is used in real-world applications, where it
encounters words it has not seen during training. As shown
in Table 2, results actually prove again how the MLT17
dataset is beneficial for the domain adaptive pretraining
(Synth to Real), justifying our hypothesis that generally

larger and more diverse training sets will result in better
OOV performance for text recognition.

Performance Analysis on the ReCTS dataset In the
case of Chinese, where there are thousands of characters
and many more possible words, this can be especially im-
portant. . The results as shown in Table 3 demonstrate
that our model doesn’t perform the best compared to the
other baselines. We hypothesize it’s mainly due to the pre-
training with the English Curved SynthText [6]. The per-
formances have the potential to match with the existing
SOTA if pre-trained on a more domain-specific Chinese
Synthetic dataset. There is more scope for exploration in
future works.

4. Qualitative Analysis on Document Layout
Analysis

In Figure 2, we present a comprehensive assessment
of the reading proficiency achieved by our Swin-TESTR
model in the context of document layout analysis. This
evaluation revolves around the model’s ability to detect var-
ious layout regions within documents by leveraging the
OCR capabilities embedded in our framework.

Our performance evaluation reveals that Swin-TESTR
stands as a robust contender, yielding results that closely
rival those obtained through the original document layout
analysis OCR. Notably, it surpasses the performance of the
original model when it comes to identifying text, mathe-
matical content, and table regions. This achievement under-
scores Swin-TESTR’s prowess in extracting valuable infor-
mation from documents.

However, it is essential to acknowledge that Swin-
TESTR exhibits relatively poorer performance in the iden-
tification of separator regions, miscellaneous elements, and
image-containing sections. This limitation can be attributed
to the model’s initialization with text spotting weights,
which essentially means it was trained predominantly on
text-centric data and, consequently, has limited exposure to
instances of these other region types.
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Figure 3. Clusterization of Total-Text through the shape of the text.

Figure 4. Clusterization of CTW1500 through the shape of the text.
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Figure 5. Performance Analysis on CTW1500. Some qualitative test cases of our method on images from CTW1500.
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Figure 6. Performance Analysis on TotalText. Some qualitative test cases of our method on images from TotalText.
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Figure 7. Performance Analysis on Low Resource VinText. Some qualitative test cases of our method on images from the Vietnamese
Text dataset.
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Figure 8. Performance Analysis on ICDAR15. Some qualitative test cases of our method on images from ICDAR15.



(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 9. Failure Cases. Illustration of some failure cases of our method a and e from Total Text, b and f are from ICDAR15, c and g are
from Vintext and d and h from CTW1500 dataset.


