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A. Network Architecture
In Table 1 we document our C3D [3] based network ar-

chitecture. Our input with ω = 16 contains 16 consecutive
frames and 4 channels for the dual representation.

Layer BN3D Act. MaxPool3D Output
Input - - - 112x112x4x16

Conv3D Yes Relu Yes 56x56x64x16
Conv3D Yes Relu Yes 28x28x128x8
Conv3D Yes Relu No 28x28x256x8
Conv3D Yes Relu Yes 14x14x256x4
Conv3D Yes Relu No 14x14x512x4
Conv3D Yes Relu Yes 7x7x512x2
Conv3D Yes Relu No 7x7x512x2
Conv3D Yes Relu Yes 4x4x512x1

Flat No No No 8192
Linear No Relu No 4096
Linear No Relu No 4096
Linear No No No 2

Table 1. Network Architecture. Layer details and sizes are doc-
umented for the source detection network.

B. Source Detection vs. Deepfake Detection vs.
Real Class Accuracy

We emphasize that, although these are related tasks,
their construction is different. Source detection classifies
videos into real or several fake classes, computing accuracy
among all of these classes, including the accuracy on the
real class. Deepfake detection classifies videos into real and
fake classes as a binary choice, independent of the number
of generators contributed to each fake class, computing ac-
curacy by correctly classified videos over all videos, which
can be the mean of real and fake class accuracies in case
the dataset is balanced. Source detection is a harder task

in terms of categorizing the data into different classes and
deepfake detection is a harder task in case different gen-
erators create significantly different samples with varying
realism. In Table 2, we list and compare these accuracies
for FF [2] and FAVC [1] datasets. (These results are listed
throughout the main text but not in this format).

Accuracy Level FF FAVC
Source Det. Sample 95.92 89.67
Source Det. Video 97.77 94.03
Real Class Sample 89.17 90.71
Real Class Video 91.00 91.43

Deepfake Det. Sample 92.37 95.10
Deepfake Det. Video 94.80 95.12

Table 2. Source vs. Deepfake Detection. Sample/video accura-
cies for different detection tasks are compiled on FF and FAVC.
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