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1. Influence of tIoU on IoU-aware calibration

For fitting the proposed IoU-aware calibration we need
to evaluate the detections of a object detector. The concept
of a True Positive (TP) for detectors is more involved than
for e.g. classification, as it depends on the chosen tIoU which
defines the minimum overlap required for a detection with
an actual object to be considered a TP detection. As men-
tioned in the Background section, in our experiments we
followed Küppers et al. [7] and use a IoU threshold tIoU of
0.5. The same threshold is used for fitting the IoU-aware
calibration and for evaluating how well the detections are
calibrated. The choice of tIoU can impact the performance
changes of conditional confidence calibrations [6].

Impact on performance. In Tab. 1 we can see the impact
of tIoU on the performance metrics. A tIoU of 0.5 makes
the concept of a TP the same for the calibration objective
as it is for the evaluation metric mAP50, so unsurprisingly
mAP50is maximized for tIoU=0.5. A tIoU of 0.60 leads to a
slightly higher mAP, but also a reduced mAP50. There is a
severe performance drop for tIoU=0.9. This drop goes hand
in hand with a sharp drop in the number of TP targets τ
which is also likely a part of the reason for the performance
drop. The smaller number of TP detections makes it harder
to properly fit the the calibration curve and can introduce
artifacts from outliers in low density regions.

Impact on calibration curve. In Fig. 1 we plotted the cal-
ibration curves for the range of tIoU values and an initial
confidence of 0.9. Here we can also observe that tIoU=0.9
breaks the trend of the other thresholds and bends lower for
very small IoU values. This is likely an artifact of the Beta
calibration function.

Varying tIoU for the calibration metrics. Same as with
variation of the tIoU for TP detections of the conditional
calibration we can also change the tIoU for the calibration
metrics. We show a grid of the resulting calibration metrics
in Fig. 2. The Expected Calibration Error (ECE), Adaptive
Calibration Error (ACE), and Static Calibration Error (SCE)
all follow a similar trend: the respective calibration metric
is minimized for if the fitting- and the metric-tIoU are the

tIoU # τ mAP↑ mAP50↑

0.50 31282 41.36±1.00 61.28±1.32

0.60 28068 41.40±1.01 61.02±1.33

0.70 26795 41.32±1.02 60.47±1.34

0.80 23855 40.84±1.03 59.11±1.31

0.90 15933 37.70±1.00 53.23±1.53

Table 1. Comparison of the impact tIoU on the performance
of IoU-aware calibration. We vary the tIoU that used to deter-
mine τ—the optimization target for our conditional confidence
calibration—from 0.5 to 0.9.
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Figure 1. Comparison of the impact of tIoU for TP detections
on the conditional calibration curves. Shows how confidence of
detections is adjusted, depending on the IoU with a more confident
detection with initial confidences s=0.9. Confidence intervals in
lighter colours.

same. There is, again, a sharp drop-off if one of the tIoU
values is 0.9 and the other is not. Otherwise the miscalibra-
tion increases with increased distance between the two tIoU
values.
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Figure 2. Comparison of tIoU values required for a detection to be considered a TP detection. On the Y-axis the tIoU for the labels
used for fitting the conditional confidence calibration is varied from 0.5 to 0.9, on the X-axis the corresponding tIoU for the labels used
for the calibration metric is varied from 0.5 to 0.9. The evaluated calibration metrics are (a) ECE, (b) ACE, (c) SCE, and (d) negative log
likelihood (NLL).

Model Backbone Settings Default NMS Best NMS Reported mAP Used implem. mAP

Varifocalnet RN50 [15] ResNet-50 e:24, DCNv2, FPN tnms = 0.60 σ= 0.6 44.3 47.8
YOLOX-L [5] CSP-V5 e:300 tnms = 0.65 tnms =0.7 50.0 49.4
Faster-RCNN RN50 [12] ResNet-50 e:36, FPN, MS tnms = 0.70 σ= 0.5 - 40.3
YoloV3-608 [11] DarkNet-53 e:273 tnms = 0.45 σ= 0.3 33.0 33.7
RetinaNet RN101 [10] ResNet-50 e:24, MS, FPN tnms = 0.50 σ=0.6 37.8 38.9

HTC CBNetv2 Swin-L † [8] Swin-L e:12, MS σ = 0.001 σ=0.4 59.1 59.1
EVA Cascade Mask-RCNN † [4] EVA e: 24 tnms = 0.60 tnms = 0.50 64.1 63.9

Sparse-RCNN RN50 [14] ResNet-50 e:36, FPN, MS none tnms = 0.80 45.0 45.0
CenterNet HG [16] Hourglass-104 e:50 none tnms = 0.80 42.1 40.3
Detr RN50 [2] ResNet-50 e:150, DCNv2 none tnms = 0.85 42.0 40.1

Table 2. Settings for all detectors. Abbreviations: e refers to the number of training epochs, FPN means the Feature Pyramid Network
Neck [9] is used, MS is multi-scale training, and DCN indicates that Deformable Convolutions [3] are used. σ is the hyper-parameter
for Gaussian Soft-NMS and tnms the hard threshold for NMS. “Reported mAP” refers to the mAP value reported in the publication that
introduced the relevant model. “Used implem.” mAP on the other hand refers to the performance of the model implementation we used for
our experiments.
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Figure 3. Reliability diagrams for Faster-RCNN for NMS, NMS with Beta calibration and proposed IoU-aware calibration. Shows
number of detections in each bin on the top and deviation from perfect calibration for each of the 10 bins below.

NMS-Type parameter interval start interval stop spacing steps

Non-Maximum Suppression (NMS) tnms 0.40 0.90 linear 11
Soft-NMS [1] σ 0.001 0.20 log 20
Weighted Box Fusion [13] (wbf) tnms 0.50 0.90 linear 11

Table 3. Settings for NMS hyper-parameter sweep.

2. Detector Architectures
See Tab. 2 for more detailed settings on the used detec-

tion architectures and the best found hyper parameters for
NMS. In Tab. 3 we list the intervals for the NMS hyper-
parameter sweep for the detectors.
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